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Preface to the Second Edition

The book Real Analysis and Foundations, first published in 1991, is unique in several ways. It was the first book to attempt a bridge between the rather hard-edged classical books in the subject—like Walter Rudin's Principles of Mathematical Analysis—and the softer and less rigorous books of today. This book combines authority, rigor, and readability in a manner that makes the subject accessible to students while still teaching them the strict discourse of mathematics.

Real Analysis and Foundations was a timely book, and it has been a successful book. It is used not only in mathematics departments but also in economics and physics and engineering and finance programs. The book's wide acceptance speaks for itself. Since the volume has been in print for thirteen years, it seems that a new edition is long overdue.

Like much of classical mathematics, real analysis is a subject that is immutable. It has not changed appreciably for 150 years, and it is not about to change. But there are new ideas that build on the old ones, and the presentation can evolve as well. In this new edition, we propose to build on the basic ideas of Fourier analysis (Chapter 12) and to develop some of the new ideas about wavelets (Chapter 15). We will indicate applications of wavelets to the theory of signal processing.

We can also augment the Fourier-analytic theory with applications to ordinary differential equations, and even to some partial differential equations. Elliptic boundary value problems on the disc, and their interpretation in terms of steady-state heat flow, are a natural crucible for the applications of real analysis.

As part of our treatment of differential equations we present the method of power series, the method of characteristics, and the Picard existence and uniqueness theorem. These are lovely pieces of mathematics, and they also allow us to show how fundamental ideas like uniform convergence and power series are applied.

We will amplify the development of real analysis of several variables. After all, the real world is three-dimensional and we must have the tools
of multi-variable analysis in order to attack the concrete engineering problems that arise in higher dimensions. We will present the rudiments of the Lebesgue integration theory, primarily as an invitation to further study. We will also present the basics of differential forms and integration on surfaces. We will give a brief treatment of Stokes’s theorem and its variants.

The exercise sets are rich and robust. Each chapter has an extensive and diverse collection of problems. Difficult or challenging exercises are marked with a *.

Of course we have re-thought and developed all the exercise sets and all the examples in the book. We have added more figures. We have corrected the few errors that have arisen over the years, tightened up the statements and proofs of the theorems, and provided end-of-section appendices to help the student with review topics.

In sum, the second edition of *Real Analysis and Foundations* will be a new book—even more lively and more vital than the popular first edition. I am happy to express my gratitude to my editor Robert Stern, who made this publishing experience a smooth and happy one. I look forward to hearing remarks and criticisms from my readers, in hopes of making future editions of this book more accurate and more useful.

– Steven G. Krantz

St. Louis, Missouri
Preface to the First Edition

Overview

The subject of real analysis, or “advanced calculus,” has a central position in undergraduate mathematics education. Yet because of changes in the preparedness of students, and because of their early exposure to calculus (and therefore lack of exposure to certain other topics) in high school, this position has eroded. Students unfamiliar with the value of rigorous, axiomatic mathematics are ill-prepared for a traditional course in mathematical analysis.

Thus there is a need for a book that simultaneously introduces students to rigor, to the need for rigor, and to the subject of mathematical analysis. The correct approach, in my view, is not to omit important classical topics like the Weierstrass Approximation theorem and the Ascoli-Arzela theorem, but rather to find the simplest and most direct path to each. While mathematics should be written “for the record” in a deductive fashion, proceeding from axioms to special cases, this is not how it is learned. Therefore (for example) I do treat metric spaces (a topic that has lately been abandoned by many of the current crop of analysis texts). I do so not at first but rather at the end of the book as a method for unifying what has gone before. And I do treat Riemann-Stieltjes integrals, but only after first doing Riemann integrals. I develop real analysis gradually, beginning with treating sentential logic, set theory, and constructing the integers.

The approach taken here results, in a technical sense, in some repetition of ideas. But, again, this is how one learns. Every generation of students comes to the university, and to mathematics, with its own viewpoint and background. Thus I have found that the classic texts from which we learned mathematical analysis are often no longer suitable, or appear to be inaccessible, to the present crop of students. It is my hope that my text will be a suitable source for modern students to learn mathematical analysis. Unlike other authors, I do not believe that
the subject has changed; therefore I have not altered the fundamental content of the course. But the point of view of the audience has changed, and I have written my book accordingly.

The current crop of real analysis texts might lead one to believe that real analysis is simply a rehash of calculus. Nothing could be further from the truth. But many of the texts written thirty years ago are simply too dry and austere for today's audience. My purpose here is to teach today's students the mathematics that I grew to love in a language that speaks to them.

Prerequisites

A student with a standard preparation in lower division mathematics—calculus and differential equations—has adequate preparation for a course based on this text. Many colleges and universities now have a "transitions" course that helps students develop the necessary mathematical maturity for an upper division course such as real analysis. I have taken the extra precaution of providing a mini-transitions course in my Chapters 1 and 2. Here I treat logic, basic set theory, methods of proof, and constructions of the number systems. Along the way, students learn about mathematical induction, equivalence classes, completeness, and many other basic constructs. In the process of reading these chapters, written in a rigorous but inviting fashion, the student should gain both a taste and an appreciation for the use of rigor. While many instructors will want to spend some class time with these two chapters, others will make them assigned reading and begin the course proper with Chapter 3.

How to Build a Course from this Text

Chapters 3 through 7 present a first course in real analysis. I begin with the simplest ideas—sequences of numbers—and proceed to series, topology (on the real line only), limits and continuity of functions, and differentiation of functions. The order of topics is similar to that in traditional books like Principles of Mathematical Analysis by Walter Rudin, but the treatment is more gentle. There are many more examples, and much more explanation. I do not short-change the really interesting topics like compactness and connectedness. The exercise sets provide plenty of drill, in addition to the more traditional "Prove this, Prove that." If it is possible to obtain a simpler presentation by giving up some generality, I always opt for simplicity.

Today many engineers and physicists are required to take a term of real analysis. Chapters 3 through 7 are designed for that purpose. For the more mathematically inclined, this first course serves as an intro-
duction to the more advanced topics treated in the second part of the book.

In Chapter 8 I give a rather traditional treatment of the integral. First the Riemann integral is covered, then the Riemann-Stieltjes integral. I am careful to establish the latter integral as the natural setting for the integration by parts theorem. I establish explicitly that series are a special case of the Riemann-Stieltjes integral. Functions of bounded variation are treated briefly and their utility in integration theory is explained.

The usual material on sequences and series of functions in Chapter 9 (including uniform convergence) is followed by a somewhat novel chapter on “Special Functions”. Here I give a rigorous treatment of the elementary transcendental functions as well as an introduction to the gamma function and its application to Stirling’s formula. The chapter concludes with an invitation to Fourier series.

I feel strongly, based in part on my own experience as a student, that analysis of several variables is a tough nut the first time around. In particular, college juniors and seniors are not (except perhaps at the very best schools) ready for differential forms. Therefore my treatment of functions of several variables in Chapter 11 is brief, it is only in $^3$, and it excludes any reference to differential forms. The main interests of this chapter, from the student’s point of view, are (i) that derivatives are best understood using linear algebra and matrices and (ii) that the inverse function theorem and implicit function theorem are exciting new ideas. There are many fine texts that cover differential forms and related material and the instructor who wishes to treat that material in depth should supplement my text with one of those.

Chapter 12 [now Chapter 14] is dessert. For I have waited until now to introduce the language of metric spaces. But now comes the power, for I prove and apply both the Baire category theorem and the Ascoli-Arzela theorem. This is a suitable finish to a year-long course on the elegance and depth of rigorous reasoning.

I would teach my second course in real analysis by covering all of Chapters 8 through 12. Material in Chapters 10 and 12 is easily omitted if time is short.

**Audience**

This book is intended for college juniors and seniors and some beginning graduate students. It addresses the same niche as the classic books of Apostol, Royden, and Rudin. However, the book is written for today’s audience in today’s style. All the topics which excited my sense of wonder as a student—the Cantor set, the Weierstrass nowhere dif-
differentiable function, the Weierstrass approximation theorem, the Baire category theorem, the Ascoli-Arzela theorem—are covered. They can be skipped by those teaching a course for which these topics are deemed inappropriate. But they give the subject real texture.
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Chapter 1

Logic and Set Theory

1.1 Introduction

Everyday language is imprecise. Because we are imprecise by convention, we can make statements like

All automobiles are not alike.

and feel confident that the listener knows that we actually mean

Not all automobiles are alike.

We can also use spurious reasoning like

If it's raining then it's cloudy.
   It is not raining.
   Therefore there are no clouds.

and not expect to be challenged, because virtually everyone is careless when communicating informally. (Examples of this type will be considered in more detail in Section 1.4).

Mathematics cannot tolerate this lack of rigor and precision. In order to achieve any depth beyond the most elementary level, we must adhere to strict rules of logic. The purpose of the present chapter is to discuss the foundations of formal reasoning.

In this chapter we will often use numbers to illustrate logical concepts. The number systems we will encounter are

- The natural numbers $\mathbb{N} = \{1, 2, 3, \ldots\}$
- The integers $\mathbb{Z} = \{\ldots, -3, -2, -1, 0, 1, 2, 3, \ldots\}$
- The rational numbers $\mathbb{Q} = \{p/q : p \text{ is an integer, } q \text{ is an integer, } q \neq 0\}$
Chapter 1: Logic and Set Theory

- The real numbers $\mathbb{R}$, consisting of all terminating and non-terminating decimal expansions.

Chapter 2 will be devoted to giving a thorough and rigorous treatment of number systems. For now we assume that you have seen these number systems before. They are convenient for illustrating the logical principles we are discussing and the fact that we have not yet constructed them rigorously should lead to no confusion.

1.2 "And" and "Or"

The statement

"A and B"

means that both A is true and B is true. For instance,

George is tall and George is intelligent.

means both that George is tall and George is intelligent. If we meet George and he turns out to be short and intelligent, then the statement is false. If he is tall and stupid then the statement is false. Finally, if George is both short and stupid then the statement is false. The statement is true precisely when both properties—intelligence and tallness—hold. We may summarize these assertions with a truth table. We let

\[ A = \text{George is tall.} \]

and

\[ B = \text{George is intelligent.} \]

The expression

\[ A \land B \]

will denote the phrase "A and B". In particular, the symbol $\land$ is used to denote "and." The letters "T" and "F" denote "True" and "False" respectively. Then we have

<table>
<thead>
<tr>
<th>A</th>
<th>B</th>
<th>A $\land$ B</th>
</tr>
</thead>
<tbody>
<tr>
<td>T</td>
<td>T</td>
<td>T</td>
</tr>
<tr>
<td>T</td>
<td>F</td>
<td>F</td>
</tr>
<tr>
<td>F</td>
<td>T</td>
<td>F</td>
</tr>
<tr>
<td>F</td>
<td>F</td>
<td>F</td>
</tr>
</tbody>
</table>

Notice that we have listed all possible truth values of A and B and the corresponding values of the conjunction $A \land B$.

In a restaurant the menu often contains phrases like
1.2 "And" and "Or"

soup or salad

This means that we may select soup or select salad, but we may not select both. This use of "or" is called the exclusive "or"; it is not the meaning of "or" that we use in mathematics and logic. In mathematics we instead say that "A or B" is true provided that A is true or B is true or both are true. If we let \( A \lor B \) denote "A or B" (the symbol \( \lor \) denotes "or") then the truth table is

<table>
<thead>
<tr>
<th>A</th>
<th>B</th>
<th>A \lor B</th>
</tr>
</thead>
<tbody>
<tr>
<td>T</td>
<td>T</td>
<td>T</td>
</tr>
<tr>
<td>T</td>
<td>F</td>
<td>T</td>
</tr>
<tr>
<td>F</td>
<td>T</td>
<td>T</td>
</tr>
<tr>
<td>F</td>
<td>F</td>
<td>F</td>
</tr>
</tbody>
</table>

The only way that "A or B" can be false is if both A is false and B is false. For instance, the statement

Gary is handsome or Gary is rich.

means that Gary is either handsome or rich or both. In particular, he will not be both ugly and poor. Another way of saying this is that if he is poor he will compensate by being handsome; if he is ugly he will compensate by being rich. But he could be both handsome and rich.

Example 1.1

The statement

\[ x > 5 \text{ and } x < 7 \]

is true for the number \( x = 11/2 \) because this value of \( x \) is both greater than 5 and less than 7. It is false for \( x = 8 \) because this \( x \) is greater than 5 but not less than 7. It is false for \( x = 3 \) because this \( x \) is less than 7 but not greater than 5.

Example 1.2

The statement

\[ x \text{ is even and } x \text{ is a perfect square} \]

is true for \( x = 4 \) because both assertions hold. It is false for \( x = 2 \) because this \( x \), while even, is not a square. It is false for \( x = 9 \) because this \( x \), while a square, is not even. It is false for \( x = 5 \) because this \( x \) is neither a square nor an even number.

Example 1.3

The statement
is true for $x = 1$ since this $x$ is $\leq 2$ (even though it is not $> 5$).
It holds for $x = 6$ because this $x$ is $> 5$ (even though it is not $\leq 2$). The statement fails for $x = 3$ since this $x$ is neither $> 5$ nor $\leq 2$.

Example 1.4

The statement

$$x > 5 \text{ or } x < 7$$

is true for every real $x$.

Example 1.5

The statement $$(A \lor B) \land B$$ has the following truth table:

<table>
<thead>
<tr>
<th>A</th>
<th>B</th>
<th>A \lor B</th>
<th>(A \lor B) \land B</th>
</tr>
</thead>
<tbody>
<tr>
<td>T</td>
<td>T</td>
<td>T</td>
<td>T</td>
</tr>
<tr>
<td>T</td>
<td>F</td>
<td>T</td>
<td>F</td>
</tr>
<tr>
<td>F</td>
<td>T</td>
<td>T</td>
<td>T</td>
</tr>
<tr>
<td>F</td>
<td>F</td>
<td>F</td>
<td>F</td>
</tr>
</tbody>
</table>

The words “and” and “or” are called connectives: their role in sentential logic is to enable us to build up (or connect together) pairs of statements. In the next section we will become acquainted with the other two basic connectives “not” and “if–then.”

1.3 “Not” and “If-Then”

The statement “not A”, written $\sim A$, is true whenever $A$ is false. For example, the statement

Gene is not tall.

is true provided the statement “Gene is tall” is false. The truth table for $\sim A$ is as follows

<table>
<thead>
<tr>
<th>A</th>
<th>$\sim A$</th>
</tr>
</thead>
<tbody>
<tr>
<td>T</td>
<td>F</td>
</tr>
<tr>
<td>F</td>
<td>T</td>
</tr>
</tbody>
</table>
Although "not" is a simple idea, it can be a powerful tool when used in proofs by contradiction. To prove that a statement $A$ is true using proof by contradiction, we instead assume $\sim A$. We then show that this hypothesis leads to a contradiction. Thus $\sim A$ must be false; according to the truth table, we see that the only possibility is that $A$ is true. We will first encounter proofs by contradiction in Section 1.8.

Greater understanding is obtained by combining connectives:

**Example 1.6**

Here is the truth table for $\sim (A \lor B)$:

<table>
<thead>
<tr>
<th>$A$</th>
<th>$B$</th>
<th>$A \lor B$</th>
<th>$\sim (A \lor B)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$T$</td>
<td>$T$</td>
<td>$T$</td>
<td>$F$</td>
</tr>
<tr>
<td>$T$</td>
<td>$F$</td>
<td>$T$</td>
<td>$F$</td>
</tr>
<tr>
<td>$F$</td>
<td>$T$</td>
<td>$T$</td>
<td>$F$</td>
</tr>
<tr>
<td>$F$</td>
<td>$F$</td>
<td>$F$</td>
<td>$T$</td>
</tr>
</tbody>
</table>

**Example 1.7**

Now we look at the truth table for $(\sim A) \land (\sim B)$:

<table>
<thead>
<tr>
<th>$A$</th>
<th>$B$</th>
<th>$\sim A$</th>
<th>$\sim B$</th>
<th>$(\sim A) \land (\sim B)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$T$</td>
<td>$T$</td>
<td>$F$</td>
<td>$F$</td>
<td>$F$</td>
</tr>
<tr>
<td>$T$</td>
<td>$F$</td>
<td>$F$</td>
<td>$T$</td>
<td>$F$</td>
</tr>
<tr>
<td>$F$</td>
<td>$T$</td>
<td>$T$</td>
<td>$F$</td>
<td>$F$</td>
</tr>
<tr>
<td>$F$</td>
<td>$F$</td>
<td>$T$</td>
<td>$T$</td>
<td>$T$</td>
</tr>
</tbody>
</table>

Notice that the statements $\sim (A \lor B)$ and $(\sim A) \land (\sim B)$ have the *same truth table*. We call such pairs of statements *logically equivalent*.

The logical equivalence of $\sim (A \lor B)$ with $(\sim A) \land (\sim B)$ makes good intuitive sense: the statement $A \lor B$ fails if and only if $A$ is false and $B$ is false. Since in mathematics we cannot rely on our intuition to establish facts, it is important to have the truth table technique for establishing logical equivalence. The exercise set will give you further practice with this notion.

A statement of the form "If $A$ then $B$" asserts that whenever $A$ is true then $B$ is also true. This assertion (or "promise") is tested when $A$ is true, because it is then claimed that something else (namely $B$) is true as well. *However*, when $A$ is false then the statement "If $A$
then $B$" claims nothing. Using the symbols $A \Rightarrow B$ to denote "If $A$ then $B$", we obtain the following truth table:

<p>| | | |</p>
<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>$A$</td>
<td>$B$</td>
<td>$A \Rightarrow B$</td>
</tr>
<tr>
<td>T</td>
<td>T</td>
<td>T</td>
</tr>
<tr>
<td>T</td>
<td>F</td>
<td>F</td>
</tr>
<tr>
<td>F</td>
<td>T</td>
<td>T</td>
</tr>
<tr>
<td>F</td>
<td>F</td>
<td>T</td>
</tr>
</tbody>
</table>

Notice that we use here an important principle of Aristotelian logic: every sensible statement is either true or false. There is no "in between" status. Thus when $A$ is false then the statement $A \Rightarrow B$ is not tested. It therefore cannot be false. So it must be true.

**Example 1.8**

The statement $A \Rightarrow B$ is logically equivalent with $(A \land \sim B)$. For the truth table for the latter is

<p>| | | |</p>
<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>$A$</td>
<td>$B$</td>
<td>$\sim B$</td>
</tr>
<tr>
<td>T</td>
<td>T</td>
<td>F</td>
</tr>
<tr>
<td>T</td>
<td>F</td>
<td>T</td>
</tr>
<tr>
<td>F</td>
<td>T</td>
<td>F</td>
</tr>
<tr>
<td>F</td>
<td>F</td>
<td>T</td>
</tr>
</tbody>
</table>

which is the same as the truth table for $A \Rightarrow B$. □

There are in fact infinitely many pairs of logically equivalent statements. But just a few of these equivalences are really important in practice—most others are built up from these few basic ones. The other basic pairs of logically equivalent statements are explored in the exercises.

**Example 1.9**

The statement

$\text{If } x \text{ is negative then } -5 \cdot x \text{ is positive.}$

is true. For if $x < 0$ then $-5 \cdot x$ is indeed $> 0$; if $x \geq 0$ then the statement is unchallenged. □

**Example 1.10**

The statement

$\text{If } \{x > 0 \text{ and } x^2 < 0\} \text{ then } x \geq 10.$
is true since the hypothesis "\(x > 0\) and \(x^2 < 0\)" is never true.

\[\square\]

**Example 1.11**

The statement

\[
\text{If } x > 0 \text{ then } \{x^2 < 0 \text{ or } 2x < 0\}
\]

is false since the conclusion "\(x^2 < 0 \text{ or } 2x < 0\)" is false whenever the hypothesis \(x > 0\) is true.

\[\square\]

### 1.4 Contraposition, Converse, and "Iff"

The statement

\[
\text{If } A \text{ then } B. \quad \text{or} \quad A \Rightarrow B.
\]

is the same as saying

\[A \text{ suffices for } B.\]

or as saying

\[A \text{ only if } B.\]

All these forms are encountered in practice, and you should think about them long enough to realize that they all say the same thing.

On the other hand,

\[
\text{If } B \text{ then } A. \quad \text{or} \quad B \Rightarrow A.
\]

is the same as saying

\[A \text{ is necessary for } B.\]

or as saying

\[A \text{ if } B.\]

We call the statement \(B \Rightarrow A\) the *converse* of \(A \Rightarrow B\).

**Example 1.12**

The converse of the statement

\[
\text{If } x \text{ is a healthy horse then } x \text{ has four legs.}
\]

is the statement

\[
\text{If } x \text{ has four legs then } x \text{ is a healthy horse.}
\]
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Notice that these statements have very different meanings: the first statement is true while the second (its converse) is false. For example, my desk has four legs but it is not a healthy horse.

The statement

\[ A \text{ if and only if } B. \]

is a brief way of saying

\[ \text{If } A \text{ then } B. \quad \text{and} \quad \text{If } B \text{ then } A. \]

We abbreviate \( A \text{ if and only if } B \) as \( A \Leftrightarrow B \) or as \( A \iff B \). Here is a truth table for \( A \Leftrightarrow B \).

<table>
<thead>
<tr>
<th>A</th>
<th>B</th>
<th>A \Rightarrow B</th>
<th>B \Rightarrow A</th>
<th>A \Leftrightarrow B</th>
</tr>
</thead>
<tbody>
<tr>
<td>T</td>
<td>T</td>
<td>T</td>
<td>T</td>
<td>T</td>
</tr>
<tr>
<td>T</td>
<td>F</td>
<td>F</td>
<td>T</td>
<td>F</td>
</tr>
<tr>
<td>F</td>
<td>T</td>
<td>T</td>
<td>F</td>
<td>F</td>
</tr>
<tr>
<td>F</td>
<td>F</td>
<td>T</td>
<td>T</td>
<td>T</td>
</tr>
</tbody>
</table>

Notice that we can say that \( A \Leftrightarrow B \) is true only when both \( A \Rightarrow B \) and \( B \Rightarrow A \) are true. An examination of the truth table reveals that \( A \Leftrightarrow B \) is true precisely when \( A \) and \( B \) are either both true or both false. Thus \( A \Leftrightarrow B \) means precisely that \( A \) and \( B \) are logically equivalent. One is true when and \textit{only when} the other is true.

Example 1.13

The statement

\[ x > 0 \Leftrightarrow 2x > 0 \]

is true. For if \( x > 0 \) then \( 2x > 0 \); and if \( 2x > 0 \) then \( x > 0 \).

Example 1.14

The statement

\[ x > 0 \Leftrightarrow x^2 > 0 \]

is false. For \( x > 0 \Rightarrow x^2 > 0 \) is certainly true while \( x^2 > 0 \Rightarrow x > 0 \) is false (\( (-3)^2 > 0 \) but \( -3 \neq 0 \)).
1.4 Contrapositive, Converse, and "Iff"

Example 1.15

The statement

\[ \{ \sim (A \lor B) \} \iff \{ (\sim A) \land (\sim B) \} \]  

is true because the truth table for \( \sim (A \lor B) \) and that for \( (\sim A) \land (\sim B) \) are the same (we noted this fact in the last section). Thus they are logically equivalent: one statement is true precisely when the other is. Another way to see the truth of (*) is to examine the truth table:

<table>
<thead>
<tr>
<th>A</th>
<th>B</th>
<th>\sim (A \lor B)</th>
<th>(\sim A) \land (\sim B)</th>
<th>\sim (A \lor B) \iff { (\sim A) \land (\sim B) }</th>
</tr>
</thead>
<tbody>
<tr>
<td>T</td>
<td>T</td>
<td>F</td>
<td>F</td>
<td>T</td>
</tr>
<tr>
<td>T</td>
<td>F</td>
<td>F</td>
<td>F</td>
<td>T</td>
</tr>
<tr>
<td>F</td>
<td>T</td>
<td>F</td>
<td>F</td>
<td>T</td>
</tr>
<tr>
<td>F</td>
<td>F</td>
<td>T</td>
<td>T</td>
<td>T</td>
</tr>
</tbody>
</table>

Given an implication

\[ A \implies B, \]

the contrapositive statement is defined to be the implication

\[ \sim B \implies \sim A. \]

The contrapositive is logically equivalent to the original implication, as we see by examining their truth tables:

<table>
<thead>
<tr>
<th>A</th>
<th>B</th>
<th>A \implies B</th>
</tr>
</thead>
<tbody>
<tr>
<td>T</td>
<td>T</td>
<td>T</td>
</tr>
<tr>
<td>T</td>
<td>F</td>
<td>F</td>
</tr>
<tr>
<td>F</td>
<td>T</td>
<td>T</td>
</tr>
<tr>
<td>F</td>
<td>F</td>
<td>T</td>
</tr>
</tbody>
</table>

and

<table>
<thead>
<tr>
<th>A</th>
<th>B</th>
<th>\sim A</th>
<th>\sim B</th>
<th>(\sim B) \implies (\sim A)</th>
</tr>
</thead>
<tbody>
<tr>
<td>T</td>
<td>T</td>
<td>F</td>
<td>F</td>
<td>T</td>
</tr>
<tr>
<td>T</td>
<td>F</td>
<td>F</td>
<td>T</td>
<td>F</td>
</tr>
<tr>
<td>F</td>
<td>T</td>
<td>T</td>
<td>F</td>
<td>T</td>
</tr>
<tr>
<td>F</td>
<td>F</td>
<td>T</td>
<td>T</td>
<td>T</td>
</tr>
</tbody>
</table>

Example 1.16

The statement
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If it is raining, then it is cloudy.

has, as its contrapositive, the statement

If there are no clouds, then it is not raining.

A moment's thought convinces us that these two statements say the same thing: if there are no clouds, then it could not be raining; for the presence of rain implies the presence of clouds.

The main point to keep in mind is that, given an implication \( A \Rightarrow B \), its converse \( B \Rightarrow A \) and its contrapositive \( (\sim B) \Rightarrow (\sim A) \) are two different statements. The converse is distinct from, and logically independent from, the original statement. The contrapositive is distinct from, but logically equivalent to, the original statement.

1.5 Quantifiers

The mathematical statements that we will encounter in practice will use the connectives "and", "or", "not", "if-then", and "iff". They will also use quantifiers. The two basic quantifiers are "for all" and "there exists".

Example 1.17

Consider the statement

All automobiles have wheels.

This statement makes an assertion about all automobiles. It is true, just because every automobile does have wheels.

Compare this statement with the next one:

There exists a woman who is blonde.

This statement is of a different nature. It does not claim that all women have blonde hair—merely that there exists at least one woman who does. Since that is true, the statement is true.

Example 1.18

Consider the statement

All positive real numbers are integers.

This sentence asserts that something is true for all positive real numbers. It is indeed true for some positive real numbers, such as 1 and 2 and 193. However, it is false for at least one positive number (such as \( \pi \)), so the entire statement is false.

Here is a more extreme example:
1.5 Quantifiers

The square of any real number is positive.

This assertion is *almost* true—the only exception is the real number 0: $0^2 = 0$ is not positive. But it only takes one exception to falsify a “for all” statement. So the assertion is false.

Example 1.19

Look at the statement

**There exists a real number which is greater than 5.**

In fact there are lots of real numbers which are greater than 5; some examples are 7, $8\pi$, and $97/3$. Since there is *at least one* number satisfying the assertion, the assertion is true.

A somewhat different example is the sentence

**There exists a real number which satisfies the equation**

$$x^3 - 2x^2 + x - 2 = 0.$$  

There is in fact only one real number which satisfies the equation, and that is $x = 2$. Yet that information is sufficient to make the statement true.

We often use the symbol $\forall$ to denote “for all” and the symbol $\exists$ to denote “there exists”. The assertion

$$\forall x, \ x + 1 < x$$

claims that, for every $x$, the number $x + 1$ is less than $x$. If we take our universe to be the standard real number system, this statement is false. The assertion

$$\exists x, \ x^2 = x$$

claims that there is a number whose square equals itself. If we take our universe to be the real numbers, then the assertion is satisfied by $x = 0$ and by $x = 1$. Therefore the assertion is true.

Quite often we will encounter $\forall$ and $\exists$ used together. The following examples are typical:

Example 1.20

The statement

$$\forall x \ \exists y, \ y > x$$

claims that for any number $x$ there is a number $y$ which is greater than it. In the realm of the real numbers this is true. In fact $y = x + 1$ will always do the trick.
The statement
\[ \exists x \forall y, \ y > x \]
has quite a different meaning from the first one. It claims that there is an \( x \) which is less than every \( y \). This is absurd. For instance, \( x \) is not less than \( y = x - 1 \). \( \square \)

Example 1.21

The statement
\[ \forall x \forall y, \ x^2 + y^2 \geq 0 \]
is true in the realm of the real numbers: it claims that the sum of two squares is always greater than or equal to zero.

The statement
\[ \exists x \exists y, \ x + 2y = 7 \]
is true in the realm of the real numbers: it claims that there exist \( x \) and \( y \) such that \( x + 2y = 7 \). Certainly the numbers \( x = 3, y = 2 \) will do the job (although there are many other choices that work as well). \( \square \)

We conclude by noting that \( \forall \) and \( \exists \) are closely related. The statements
\[ \forall x, B(x) \quad \text{and} \quad \sim \exists x, \sim B(x) \]
are logically equivalent. The first asserts that the statement \( B(x) \) is true for all values of \( x \). The second asserts that there exists no value of \( x \) for which \( B(x) \) fails, which is the same thing.

Likewise, the statements
\[ \exists x, B(x) \quad \text{and} \quad \sim \forall x, \sim B(x) \]
are logically equivalent. The first asserts that there is some \( x \) for which \( B(x) \) is true. The second claims that it is not the case that \( B(x) \) fails for every \( x \), which is the same thing.

REMARK 1.1 Most of the statements that we encounter in mathematics are formulated using "for all" and "there exists." For example,

Through every point \( P \) not on a line \( \ell \) there is a line parallel to \( \ell \).

Each continuous function on a closed, bounded interval has an absolute maximum.
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Each of these statements uses (implicitly) both a "for all" and a "there exists".

A "for all" statement is like an infinite conjunction. The statement \( \forall x, P(x) \) (when \( x \) is a natural number, let us say) says \( P(1) \land P(2) \land P(3) \land \cdots \). A "there exists" statement is like an infinite disjunction. The statement \( \exists x, Q(x) \) (when \( x \) is a natural number, let us say) says \( Q(1) \lor Q(2) \lor Q(3) \lor \cdots \). Thus it is neither practical nor sensible to endeavor to verify statements such as these using truth tables. This is one of the chief reasons that we learn to produce mathematical proofs. One of the main themes of the present text is to gain new insights and to establish facts about the real number system using mathematical proofs.

1.6 Set Theory and Venn Diagrams

The two most basic objects in all of mathematics are sets and functions. In this section we discuss the first of these two concepts.

A set is a collection of objects. For example, "the set of all blue shirts" and "the set of all lonely whales" are two examples of sets. In mathematics, we often write sets with the following "set-builder" notation:

\[ \{x : x + 5 > 0\} . \]

This is read "the set of all \( x \) such that \( x + 5 \) is greater than 0." The universe from which \( x \) is chosen (for us this will usually be the real numbers) is understood from context, though sometimes we may be more explicit and write

\[ \{x \in \mathbb{R} : x + 5 > 0\} . \]

Notice that the role of \( x \) in the set-builder notation is as a dummy variable; the set we have just described could also be written as

\[ \{s : s + 5 > 0\} \]

or

\[ \{\alpha : \alpha + 5 > 0\} . \]

The symbol \( \in \) is used to express membership in a set; for example, the statement

\[ 4 \in \{x : x > 0\} \]

says that 4 is a member of (or an element of) the set of all numbers \( x \) which are greater than 0. In other words, 4 is a positive number.

If \( A \) and \( B \) are sets then the statement

\[ A \subseteq B \]
is read "A is a subset of B". It means that each element of A is also an element of B (but not vice versa).

**Example 1.22**

Let

$$A = \{x \in \mathbb{R} : \exists y \text{ such that } x = y^2\}$$

and

$$B = \{t \in \mathbb{R} : t + 3 > -5\}.$$

Then $A \subseteq B$. Why? The set $A$ consists of those numbers that are squares---that is, $A$ is just the nonnegative real numbers. The set $B$ contains all numbers which are greater than $-8$. Since every nonnegative number (element of $A$) is also greater than $-8$ (element of $B$), it is correct to say that $A \subseteq B$.

However, it is not correct to say that $B \subseteq A$, because $-2$ is an element of $B$ but is not an element of $A$. □

We write $A = B$ to indicate that both $A \subseteq B$ and $B \subseteq A$. In these circumstances we say that the two sets are equal: every element of $A$ is an element of $B$ and every element of $B$ is an element of $A$.

We use a slash through the symbols $\in$ or $\subseteq$ to indicate negation:

$$-4 \notin \{x : x \geq -2\}$$

and

$$\{x : x = x^2\} \not\subseteq \{y : y > 1/2\}.$$

It is often useful to combine sets. The set $A \cup B$, called the union of $A$ and $B$, is the set consisting of all objects which are either elements of $A$ or elements of $B$ (or both). The set $A \cap B$, called the intersection of $A$ and $B$, is the set consisting of all objects which are elements of both $A$ and $B$.

**Example 1.23**

Let

$$A = \{x : -4 < x \leq 3\}, \quad B = \{x : -1 \leq x < 7\}, \quad C = \{x : -9 \leq x \leq 12\}.$$

Then

$$A \cup B = \{x : -4 < x < 7\}, \quad A \cap B = \{x : -1 \leq x \leq 3\}$$

$$B \cup C = \{x : -9 \leq x \leq 12\}, \quad B \cap C = \{x : -1 \leq x < 7\}.$$

Notice that $B \cup C = C$ and $B \cap C = B$ because $B \subseteq C$. □
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Example 1.24

Let

\[ A = \{ \alpha \in \mathbb{Z} : \alpha \geq 9 \} \]
\[ B = \{ \beta \in \mathbb{R} : -4 < \beta \leq 24 \} , \]
\[ C = \{ \gamma \in \mathbb{R} : 13 < \gamma \leq 30 \} . \]

Then

\[ (A \cap B) \cap C = \{ x \in \mathbb{Z} : 9 \leq x \leq 24 \} \cap C = \{ t \in \mathbb{Z} : 13 < t \leq 24 \} . \]

Also

\[ A \cap (B \cup C) = A \cap \{ x \in \mathbb{R} : -4 < x \leq 30 \} = \{ y \in \mathbb{Z} : 9 \leq x \leq 30 \} . \]

Try your hand at calculating \( A \cup (B \cup C) \).

The symbol \( \emptyset \) is used to denote the set with no elements. We call this set the empty set. For instance,

\[ A = \{ x \in \mathbb{R} : x^2 < 0 \} \]

is a perfectly good set. However, there are no real numbers which satisfy the given condition. Thus \( A \) is empty, and we write \( A = \emptyset \).

Example 1.25

Let

\[ A = \{ x : x > 8 \} \quad \text{and} \quad B = \{ x : x^2 < 4 \} . \]

Then \( A \cup B = \{ x : x > 8 \text{ or } -2 < x < 2 \} \) while \( A \cap B = \emptyset \).

We sometimes use a Venn diagram to aid our understanding of set-theoretic relationships. In a Venn diagram, a set is represented as a domain in the plane. The intersection \( A \cap B \) of two sets \( A \) and \( B \) is the region common to the two domains—see Figure 1.1.

Now let \( A, B, \) and \( C \) be three sets. The Venn diagram in Figure 1.2 makes it easy to see that \( A \cap (B \cup C) = (A \cap B) \cup (A \cap C) \).

If \( A \) and \( B \) are sets then \( A \setminus B \) denotes those elements which are in \( A \) but not in \( B \). This operation is sometimes called subtraction of sets or set-theoretic difference.

Example 1.26

Let

\[ A = \{ x : x > 4 \} \]

and

\[ B = \{ x : x \leq 7 \} . \]
Figure 1.1

Figure 1.2
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Then

\[ A \setminus B = \{ x : x > 7 \} \]

while

\[ B \setminus A = \{ x : x \leq 4 \}. \]

Notice that \( A \setminus A = \emptyset \); this fact is true for any set.

The Venn diagram in Figure 1.3 illustrates the fact that

\[ A \setminus (B \cup C) = (A \setminus B) \cap (A \setminus C) \]

A Venn diagram is not a proper substitute for a rigorous mathematical proof. However, it can go a long way toward guiding our intuition.

We conclude this section by mentioning a useful set-theoretic operation and an application. Suppose that we are studying subsets of a fixed set \( X \). We sometimes call \( X \) the "universal set". If \( S \subseteq X \) then we use the notation \( ^cS \) to denote the set \( X \setminus S \) or \( \{ x \in X : x \notin S \} \). The set \( ^cS \) is called the complement of \( S \) (in the set \( X \)).

**Example 1.27**

When we study real analysis, most sets that we consider are subsets of the real line \( \mathbb{R} \). If \( S = \{ x \in \mathbb{R} : 0 \leq x \leq 5 \} \) then \( ^cS = \{ x \in \mathbb{R} : x < 0 \} \cup \{ x \in \mathbb{R} : x > 5 \} \). If \( T \) is the set of rational numbers then \( ^cT \) is the set of irrational numbers.

If \( A, B \) are sets then it is straightforward to verify that \( ^c(A \cup B) = ^cA \cap ^cB \) and \( ^c(A \cap B) = ^cA \cup ^cB \). More generally, we have
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If $\{A_\alpha\}_{\alpha \in A}$ are sets then

$$\bigcap_{\alpha \in A}^{c} A_\alpha = \bigcup_{\alpha \in A}^{c} A_\alpha$$

and

$$\bigcup_{\alpha \in A}^{c} A_\alpha = \bigcap_{\alpha \in A}^{c} A_\alpha.$$ 

The verification of these equalities (known as de Morgan's laws) is left as an exercise.

1.7 Relations and Functions

In more elementary mathematics courses we learn that a "relation" is a rule for associating elements of two sets; and a "function" is a rule that associates to each element of one set a unique element of another set. The trouble with these definitions is that they are imprecise. For example, suppose we define the function $f(x)$ to be identically equal to 1 if there is life as we know it on Mars and to be identically equal to 0 if there is no life as we know it on Mars. Is this a good definition? It certainly is not a very practical one!

More important is the fact that using the word "rule" suggests that functions are given by formulas. Indeed, some functions are; but most are not. Look at any graph in the newspaper – of unemployment, or the value of the Japanese Yen (Figure 1.4), or the Gross National Product. The graphs represent values of these parameters as a function of time. And it is clear that the functions are not given by elementary formulas.
To summarize, we need a notion of function, and of relation, which
is precise and flexible and which does not tie us to formulas. We begin
with relations, and then specialize down to functions.

**Definition 1.1** Let $A$ and $B$ be sets. A *relation* on $A$ and $B$ is a
collection of ordered pairs $(a, b)$ such that $a \in A$ and $b \in B$. (Notice that
we did not say "the collection" of all ordered pairs—that is, a relation
consists of some of the ordered pairs, but not necessarily all of them.)

**Example 1.28**

Let $A$ be the real numbers and $B$ the integers. The set
\[
R = \{(\pi, 2), (3.4, -2), (\sqrt{2}, 94), (\pi, 50), (2 + \sqrt{17}, -2)\}
\]
is a relation on $A$ and $B$. It associates certain elements of $A$
to certain elements of $B$. Observe that repetitions are allowed:
$\pi \in A$ is associated to both 2 and 50 in $B$; also $-2 \in B$ is
associated to both 3.4 and $2 + \sqrt{17}$ in $A$.

Now let
\[
A = \{3, 17, 28, 42\} \quad \text{and} \quad B = \{10, 20, 30, 40\}.
\]
Then
\[
R = \{(3, 10), (3, 20), (3, 30), (3, 40), (17, 20), (17, 30),
\quad (17, 40), (28, 30), (28, 40)\}
\]
is a relation on $A$ and $B$. In fact $a \in A$ is related to $b \in B$
precisely when $a < b$. □

**Example 1.29**

Let

\[
A = B = \{\text{meter, pound, foot, ton, yard, ounce}\}.
\]
Then
\[
R = \{(\text{foot,meter}), (\text{foot, yard}), (\text{meter,yard}), (\text{pound,ton}),
\quad (\text{pound,ounce}),(\text{ton, ounce}), (\text{meter,foot}), (\text{yard,foot}),
\quad (\text{yard,meter}),(\text{ton,pound}), (\text{ounce,pound}), (\text{ounce,ton})\}
\]
is a relation on $A$ and $B$. In fact two words are related by $R$ if
and only if they measure the same thing: foot, meter, and yard
measure length while pound, ton, and ounce measure weight.

Notice that the pairs in $R$, and in any relation, are *ordered*
pairs: the pair (foot, yard) is different from the pair (yard, foot). □
Example 1.30

Let

\[ A = \{25.37, 428, 695\} \quad \text{and} \quad B = \{14, 7, 234, 999\} \]

Then

\[ \mathcal{R} = \{(25, 234), (37, 7), (37, 234), (428, 14), (428, 234), (695, 999)\} \]

is a relation on \( A \) and \( B \). In fact two elements are related by \( \mathcal{R} \) if and only if they have at least one digit in common.

A function is a special type of relation, as we shall now learn.

**Definition 1.2** Let \( A \) and \( B \) be sets. A function from \( A \) to \( B \) is a relation \( \mathcal{R} \) on \( A \) and \( B \) such that for each \( a \in A \) there is one and only one pair \( (a, b) \in \mathcal{R} \). We call \( A \) the domain of the function and we call \( B \) the range.

Example 1.31

Let

\[ A = \{1, 2, 3, 4\} \quad \text{and} \quad B = \{\alpha, \beta, \gamma, \delta\} \]

Then

\[ \mathcal{R} = \{(1, \gamma), (2, \delta), (3, \gamma), (4, \alpha)\} \]

is a function from \( A \) to \( B \). Notice that there is precisely one pair in \( \mathcal{R} \) for each element of \( A \). However, notice that repetition of elements of \( B \) is allowed. Notice also that there is no apparent "pattern" or "rule" that determines \( \mathcal{R} \).

With the same sets \( A \) and \( B \) consider the relations

\[ \mathcal{S} = \{(1, \alpha), (2, \beta), (3, \gamma)\} \]

and

\[ \mathcal{T} = \{(1, \alpha), (2, \beta), (3, \gamma), (4, \delta), (2, \gamma)\} \]

Then \( \mathcal{S} \) is not a function because it violates the rule that there be a pair for each element of \( A \). Also \( \mathcal{T} \) is not a function because it violates the rule that there be just one pair for each element of \( A \).

The relations and function described in the last example were so simple that you may be wondering what happened to the kinds of functions that we usually look at in mathematics. Now we consider some of those.
Example 1.32

Let $A = \mathbb{R}$ and $B = \mathbb{R}$, where $\mathbb{R}$ denotes the real numbers (to be discussed in detail in Chapter 2). The relation

$$\mathcal{R} = \{ (x, \sin x) : x \in A \}$$

is a function. For each $a \in A = \mathbb{R}$ there is one and only one ordered pair with first element $a$.

Now let $A = \mathbb{R}$ and $B = \{ x \in \mathbb{R} : -2 \leq x \leq 2 \}$. Then

$$\mathcal{S} = \{ (x, \sin x) : x \in A \}$$

is also a function. Technically speaking, it is a different function from $\mathcal{R}$ because it has a different range. However, this distinction often has no practical importance and we shall not mention the difference. It is frequently convenient to write functions like $\mathcal{R}$ or $\mathcal{S}$ as

$$\mathcal{R}(x) = \sin x$$

and

$$\mathcal{S}(x) = \sin x.$$

The last example suggests that we distinguish between the set $B$ where a function takes its values and the set of values that the function actually assumes.

Definition 1.3

Let $A$ and $B$ be sets and let $f$ be a function from $A$ to $B$. Define the image of $f$ to be

$$\text{Image } f = \{ b \in B : \exists a \in A \text{ such that } f(a) = b \}.$$

The set $\text{Image } f$ is a subset of the range $B$.

Example 1.33

Both the functions $\mathcal{R}$ and $\mathcal{S}$ from the last example have the set $\{ x \in \mathbb{R} : -1 \leq x \leq 1 \}$ as image.

If a function $f$ has domain $A$ and range $B$ and if $S$ is a subset of $A$ then we define

$$f(S) = \{ b \in B : b = f(s) \text{ for some } s \in S \}.$$

The set $f(A)$ equals the image of $f$. 
Example 1.34
Let $A = \mathbb{R}$ and $B = \{0, 1\}$. Consider the function
\[ f = \{(x, y) : y = 0 \text{ if } x \text{ is rational and } y = 1 \text{ if } x \text{ is irrational}\}. \]

The function $f$ is called the Dirichlet function (P. G. Lejeune-Dirichlet, 1805-1859). It is given by a rule, but not by a formula.

Notice that $f(\mathbb{Q}) = \{0\}$ and $f(\mathbb{R}) = \{0, 1\}$. □

Definition 1.4 Let $A$ and $B$ be sets and $f$ a function from $A$ to $B$.
We say that $f$ is one-to-one if whenever $(a_1, b) \in f$ and $(a_2, b) \in f$ then $a_1 = a_2$.
We say that $f$ is onto if whenever $b \in B$ then there exists an $a \in A$ such that $(a, b) \in f$.

Example 1.35
Let $A = \mathbb{R}$ and $B = \mathbb{R}$. Consider the functions
\[ f(x) = 2x + 5 \quad , \quad g(x) = \arctan x \]
\[ h(x) = \sin x \quad , \quad j(x) = 2x^3 + 9x^2 + 12x + 4. \]

Then $f$ is both one-to-one and onto, $g$ is one-to-one but not onto, $j$ is onto but not one-to-one, and $h$ is neither.

Refer to Figure 1.5 to convince yourself of these assertions. □

When a function $f$ is both one-to-one and onto then it is called a bijection of its domain to its range. Sometimes we call such a function a set-theoretic isomorphism. In the last example, the function $f$ is a bijection of $\mathbb{R}$ to $\mathbb{R}$.

If $f$ and $g$ are functions, and if the image of $g$ is contained in the domain of $f$, then we define the composition $f \circ g$ to be
\[ \{(a, c) : \exists b \text{ such that } g(a) = b \text{ and } f(b) = c\}. \]

This may be written more simply, using the notation introduced in Example 1.32, as
\[ f \circ g(a) = f(g(a)) = f(b) = c. \]

Let $f$ have domain $A$ and range $B$. Assume for simplicity that the image of $f$ is all of $B$. If there exists a function $g$ with domain $B$ and range $A$ such that
\[ f \circ g(b) = b \quad \forall b \in B \]
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Figure 1.5

\[ y = f(x) \]

\[ y = g(x) \]

\[ y = \sin x \]

\[ y = 2x^3 + 9x^2 + 12x + 4 \]
and
\[ g \circ f(a) = a \quad \forall a \in A, \]
then \( g \) is called the inverse of \( f \).

Clearly, if the function \( f \) is to have an inverse, then \( f \) must be one-to-one. For if \( f(a) = f(a') = b \) then it cannot be that both \( g(b) = a \) and \( g(b) = a' \). Also \( f \) must be onto. For if some \( b \in B \) is not in the image of \( f \) then it cannot hold that \( f \circ g(b) = b \). It turns out that these two conditions are also sufficient for the function \( f \) to have an inverse: if \( f \) has domain \( A \) and range \( B \) and if \( f \) is both one-to-one and onto then \( f \) has an inverse. This matter is explored more thoroughly in the exercises.

Example 1.36

Define a function \( f \), with domain \( \mathbb{R} \) and range \( \{ x \in \mathbb{R} : x > 0 \} \) by the formula \( f(x) = x^2 \). Then \( f \) is onto but is not one-to-one, hence it cannot have an inverse. This is another way of saying that a positive real number has two square roots—not one.

However, the function \( g \), with domain \( \{ x \in \mathbb{R} : x > 0 \} \) and range \( \{ x \in \mathbb{R} : x > 0 \} \), given by the formula \( g(x) = x^2 \), does have an inverse. In fact the inverse function is \( h(x) = +\sqrt{x} \).

The function \( k(x) = x^3 \), with domain \( \mathbb{R} \) and range \( \mathbb{R} \), is both one-to-one and onto. It therefore has an inverse: the function \( m(x) = x^{1/3} \) satisfies \( k \circ m(x) = x \), and \( m \circ k(x) = x \) for all \( x \).

1.8 Countable and Uncountable Sets

One of the most profound ideas of modern mathematics is Georg Cantor's theory of the infinite (George Cantor, 1845-1918). Cantor's insight was that infinite sets can be compared by size, just as finite sets can. For instance, we think of the number 2 as less than the number 3; so a set with two elements is "smaller" than a set with three elements. We would like to have a similar notion of comparison for infinite sets. In this section we will present Cantor's ideas; we will also give precise definitions of the terms "finite" and "infinite."

Definition 1.5 Let \( A \) and \( B \) be sets. We say that \( A \) and \( B \) have the same cardinality if there is a function \( f \) from \( A \) to \( B \) which is both one-to-one and onto (that is, \( f \) is a bijection from \( A \) to \( B \)). We write \( \text{card}(A) = \text{card}(B) \).
Example 1.37

Let \( A = \{1, 2, 3, 4, 5\} \), \( B = \{\alpha, \beta, \gamma, \delta, \epsilon\} \), \( C = \{a, b, c, d, e, f\} \).
Then \( A \) and \( B \) have the same cardinality because the function

\[
f = \{(1, \alpha), (2, \beta), (3, \gamma), (4, \delta), (5, \epsilon)\}
\]

is a bijection of \( A \) to \( B \). This function is not the only bijection of \( A \) to \( B \) (can you find another?), but we are only required to produce one.

On the other hand, \( A \) and \( C \) do not have the same cardinality; neither do \( B \) and \( C \).

Definition 1.6

Let \( A \) and \( B \) be sets. If there is a one-to-one function from \( A \) to \( B \) but no bijection between \( A \) and \( B \) then we will write

\[
\text{card}(A) < \text{card}(B).
\]

This notation is read "\( A \) has smaller cardinality than \( B \)."

We use the notation

\[
\text{card}(A) \leq \text{card}(B)
\]

to mean that either \( \text{card}(A) < \text{card}(B) \) or \( \text{card}(A) = \text{card}(B) \).

Example 1.38

An extremely simple example of this last concept is given by \( A = \{1, 2, 3\} \) and \( B = \{a, b, c, d, e\} \). Then the function

\[
f : A \to B
\]

\[
1 \mapsto a
\]

\[
2 \mapsto b
\]

\[
3 \mapsto c
\]

is a one-to-one function from \( A \) to \( B \). But there is no one-to-one function from \( B \) to \( A \). We write

\[
\text{card}(A) < \text{card}(B).
\]

We shall see more profound applications, involving infinite sets, in our later discussions. □
Notice that \( \text{card}(A) \leq \text{card}(B) \) and \( \text{card}(B) \leq \text{card}(C) \) imply that \( \text{card}(A) \leq \text{card}(C) \). Moreover, if \( A \subseteq B \), then the inclusion map \( i(a) = a \) is a one-to-one function of \( A \) into \( B \); therefore \( \text{card}(A) \leq \text{card}(B) \).

The next theorem gives a useful method for comparing the cardinality of two sets.

**Theorem 1.1 [Schroeder-Bernstein]**

Let \( A, B \) be sets. If there is a one-to-one function \( f : A \rightarrow B \) and a one-to-one function \( g : B \rightarrow A \), then \( A \) and \( B \) have the same cardinality.

**Proof:** It is convenient to assume that \( A \) and \( B \) are disjoint; we may do so by replacing \( A \) by \( \{(a, 0) : a \in A\} \) and \( B \) by \( \{(b, 1) : b \in B\} \). Let \( D \) be the image of \( f \) and \( C \) be the image of \( g \). Let us define a chain to be a sequence of elements of either \( A \) or \( B \)—that is, a function \( \phi : \mathbb{N} \rightarrow (A \cup B) \)—such that

- \( \phi(1) \in B \setminus D \);
- If for some \( j \) we have \( \phi(j) \in B \), then \( \phi(j + 1) = g(\phi(j)) \);
- If for some \( j \) we have \( \phi(j) \in A \), then \( f(\phi(j)) = \phi(j + 1) \).

We see that a chain is a sequence of elements of \( A \cup B \) such that the first element is in \( B \setminus D \), the second in \( A \), the third in \( B \), and so on. Obviously each element of \( B \setminus D \) occurs as the first element of at least one chain.

Define \( S = \{a \in A : a \) is some term of some chain\}. It is helpful to note that

\[
S = \{x : x \text{ can be written in the form } g(f(g(...g(y)...))) \text{ for some } y \in B \setminus D\}.
\]

We set

\[
k(x) = \begin{cases} 
  f(x) & \text{if } x \in A \setminus S \\
  g^{-1}(x) & \text{if } x \in S
\end{cases}
\]

Note that the second half of this definition makes sense because \( S \subseteq C \). Then \( k : A \rightarrow B \). We shall show that in fact \( k \) is a bijection.

First notice that \( f \) and \( g^{-1} \) are one-to-one. This is not quite enough to show that \( k \) is one-to-one, but we now reason as follows: If \( f(x_1) = g^{-1}(x_2) \) for some \( x_1 \in A \setminus S \) and some \( x_2 \in S \), then \( x_2 = g(f(x_1)) \). But, by (\(*\)), the fact that \( x_2 \in S \) now implies that \( x_1 \in S \). That is a contradiction. Hence \( k \) is one-to-one.
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It remains to show that \( k \) is onto. Fix \( b \in B \). We seek an \( x \in A \) such that \( k(x) = b \).

Case A: If \( g(b) \in S \), then \( k(g(b)) = g^{-1}(g(b)) = b \) hence the \( x \) that we seek is \( g(b) \).

Case B: If \( g(b) \notin S \), then we claim that there is an \( x \in A \) such that \( f(x) = b \). Assume this claim for the moment.

Now the \( x \) that we found in the last paragraph must lie in \( A \setminus S \). For if not then \( x \) would be in some chain. Then \( f(x) \) and \( g(f(x)) = g(b) \) would also lie in that chain. Hence \( g(b) \in S \), and that is a contradiction. But \( x \in A \setminus S \) tells us that \( k(x) = f(x) = b \). That completes the proof that \( k \) is onto. Hence \( k \) is a bijection.

To prove the claim in Case B, notice that if there is no \( x \) with \( f(x) = b \), then \( b \in B \setminus D \). Thus some chain would begin at \( b \). So \( g(b) \) would be a term of that chain. Hence \( g(b) \in S \) and that is a contradiction.

The proof of the Schroeder-Bernstein theorem is complete.

\[ \square \]

**REMARK 1.2** Let us reiterate some of the earlier ideas in light of the Schroeder-Bernstein theorem. If \( A \) and \( B \) are sets and if there is a one-to-one function \( f : A \to B \), then we know that \( \text{card}(A) \leq \text{card}(B) \). If there is no one-to-one function \( g : B \to A \), then we may write \( \text{card}(A) < \text{card}(B) \). But if instead there is a one-to-one function \( g : B \to A \), then \( \text{card}(B) \leq \text{card}(A) \) and the Schroeder-Bernstein theorem guarantees therefore that \( \text{card}(A) = \text{card}(B) \).

Now it is time to look at some specific examples.

**Example 1.39**

Let \( E \) be the set of all even integers and \( O \) the set of all odd integers. Then

\[ \text{card}(E) = \text{card}(O). \]

Indeed, the function

\[ f(j) = j + 1 \]

is a bijection from \( E \) to \( O \).

\[ \square \]

**Example 1.40**

Let \( E \) be the set of even integers. Then

\[ \text{card}(E) = \text{card}(\mathbb{Z}). \]

The function

\[ g(j) = j/2 \]
is a bijection from \( E \) to \( Z \).

This last example is a bit surprising, for it shows that a set \( (Z) \) can be put in one to one correspondence with a proper subset \( (E) \) of itself.

Example 1.41

We have

\[
\text{card}(Z) = \text{card}(N).
\]

We define the function \( f \) from \( Z \) to \( N \) as follows:

- \( f(j) = -(2j + 1) \) if \( j \) is negative
- \( f(j) = 2j + 2 \) if \( j \) is positive or zero

The values that \( f \) takes on the negative numbers are 1, 3, 5, \ldots, on the positive numbers are 4, 6, 8, \ldots, and \( F(0) = 2 \). Thus \( f \) is one-to-one and onto.

Definition 1.7

If a set \( A \) has the same cardinality as \( N \) then we say that \( A \) is countable.

By putting together the preceding examples, we see that the set of even integers, the set of odd integers, and the set of all integers are countable sets.

Example 1.42

The set of all ordered pairs of positive integers

\[
S = \{ (j, k): j, k \in N \}
\]

is countable.

To see this we will use the Schroeder-Bernstein theorem. The function

\[
f(j) = (j, 1)
\]

is a one-to-one function from \( N \) to \( S \). Also, the function

\[
g(j, k) = j \cdot 10^{j+k} + k
\]

is a one-to-one function from \( S \) to \( N \). Let \( n \) be the number of digits in the number \( k \). Notice that \( g(j, k) \) is obtained by writing the digits of \( j \), followed by \( j + k - n \) zeroes, then followed by the digits of \( k \). For instance,

\[
g(23, 714) = \underbrace{23000 \ldots 000}_{734}714,
\]
where there are $23 + 714 - 3 = 734$ zeroes between the 3 and the 7. It is clear that $g$ is one-to-one. By the Schroeder-Bernstein theorem, $S$ and $N$ have the same cardinality; hence $S$ is countable.

There are other ways to do the last example, and we shall explore them in the exercises.

Since there is a bijection of the set of all integers with the set $N$, it follows from the last example that the set of all pairs of integers (positive and negative) is countable.

Notice that the word "countable" is a good descriptive word: if $S$ is a countable set then we can think of $S$ as having a first element (the one corresponding to $1 \in N$), a second element (the one corresponding to $2 \in N$), and so forth. Thus we write $S = \{s(1), s(2), \ldots\} = \{s_1, s_2, \ldots\}$.

**Definition 1.8** A nonempty set $S$ is called *finite* if there is a bijection of $S$ with a set of the form \{1, 2, \ldots, \} for some positive integer $n$. If no such bijection exists, then the set is called *infinite*.

An important property of the natural numbers $N$ is that any subset $S \subseteq N$ has a least element. This is known as the Well Ordering Principle, and is studied in a course on logic. In the present text we take the properties of the natural numbers as given. We use some of these properties in the next proposition.

**Proposition 1.1**

If $S$ is a countable set and $R$ is a subset of $S$ then either $R$ is empty or $R$ is finite or $R$ is countable.

**Proof:** Assume that $R$ is not empty.

Write $S = \{s_1, s_2, \ldots\}$. Let $j_1$ be the least positive integer such that $s_{j_1} \in R$. Let $j_2$ be the least integer following $j_1$ such that $s_{j_2} \in R$. Continue in this fashion. If the process terminates at the $n^{th}$ step, then $R$ is finite and has $n$ elements.

If the process does not terminate, then we obtain an enumeration of the elements of the elements of $R$:

$$
1 \leftrightarrow s_{j_1} \\
2 \leftrightarrow s_{j_2} \\
\ldots
$$

etc.
All elements of $R$ are enumerated in this fashion since $j_k \geq \ell$. Therefore $R$ is countable. 

A set is called *denumerable* if it is either empty, finite or countable. In actual practice, mathematicians use the word "countable" to describe sets which are either empty, finite, or countable. In other words, they use the word "countable" interchangeably with the word "denumerable." We shall also indulge in this slight imprecision in this book when no confusion can arise as a result.

The set $Q$ of all rational numbers consists of all expressions

$$\frac{a}{b},$$

where $a$ and $b$ are integers and $b \neq 0$. Thus $Q$ can be identified with the set of all pairs $(a, b)$ of integers with $b \neq 0$. After discarding duplicates, such as $\frac{2}{4} = \frac{1}{2}$, and using Examples 1.41, 1.42 and Proposition 1.1, we find that the set $Q$ is countable.

**Theorem 1.2**

Let $S_1, S_2$ be countable sets. Set $S = S_1 \cup S_2$. Then $S$ is countable.

**Proof:** Let us write

$$S_1 = \{s_1^1, s_1^2, \ldots \}$$

$$S_2 = \{s_2^1, s_2^2, \ldots \}.$$  

If $S_1 \cap S_2 = \emptyset$ then the function

$$s_j^k \mapsto (j, k)$$

is a bijection of $S$ with a subset of $\{(j, k) : j, k \in \mathbb{N}\}$. We proved earlier (Example 1.42) that the set of ordered pairs of elements of $\mathbb{N}$ is countable. By Proposition 1.1, $S$ is countable as well.

If there exist elements which are common to $S_1, S_2$ then discard any duplicates. The same argument (use the preceding proposition) shows that $S$ is countable. 

**Proposition 1.2**

If $S$ and $T$ are each countable sets then so is

$$S \times T = \{(s, t) : s \in S, t \in T \}.$$  

**Proof:** Since $S$ is countable there is a bijection $f$ from $S$ to $\mathbb{N}$. Likewise there is a bijection $g$ from $T$ to $\mathbb{N}$. Therefore the function

$$(f \times g)(s, t) = (f(s), g(t))$$
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is a bijection of $S \times T$ with $N \times N$, the set of order pairs of positive integers. But we saw in Example 1.42 that the latter is a countable set. Hence so is $S \times T$.

REMARK 1.3 We used the proposition as a vehicle for defining the concept of set-theoretic product: If $A$ and $B$ are sets then

$$A \times B \equiv \{(a, b) : a \in A, b \in B\}.$$ 

More generally, if $A_1, A_2, \ldots, A_k$ are sets then

$$A_1 \times A_2 \times \cdots \times A_k \equiv \{(a_1, a_2, \ldots, a_k) : a_j \in A_j \text{ for all } j = 1, \ldots, k\}.$$ 

Corollary 1.1  
If $S_1, S_2, \ldots, S_k$ are each countable sets then so is the set 

$$S_1 \times S_2 \times \cdots \times S_k = \{(s_1, \ldots, s_k) : s_1 \in S_1, \ldots, s_k \in S_k\}$$

consisting of all ordered $k$-tuples $(s_1, s_2, \ldots, s_k)$ with $s_j \in S_j$.

Proof: We may think of $S_1 \times S_2 \times S_3$ as $(S_1 \times S_2) \times S_3$. Since $S_1 \times S_2$ is countable (by the proposition) and $S_3$ is countable, then so is $(S_1 \times S_2) \times S_3 = S_1 \times S_2 \times S_3$ countable. Continuing in this fashion, we can see that any finite product of countable sets is also a countable set.

Corollary 1.2  
The countable union of countable sets is countable.

Proof: Let $A_1, A_2, \ldots$ each be countable sets. If the elements of $A_j$ are enumerated as $\{a^j_k\}$ and if the sets $A_j$ are pairwise disjoint then the correspondence

$$a^j_k \leftrightarrow (j, k)$$

is one-to-one between the union of the sets $A_j$ and the countable set $N \times N$. This proves the result when the sets $A_j$ have no common element. If some of the $A_j$ have elements in common then we discard duplicates in the union and use Proposition 1.1.

Proposition 1.3  
The collection $\mathcal{P}$ of all polynomials with integer coefficients is countable.
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Proof: Let \( \mathcal{P}_k \) be the set of polynomials of degree \( k \) with integer coefficients. A polynomial \( p \) of degree \( k \) has the form

\[
p(x) = p_0 + p_1 x + p_2 x^2 + \cdots + p_k x^k.
\]

The identification

\[
p(x) \longleftrightarrow (p_0, p_1, \ldots, p_k)
\]

identifies the elements of \( \mathcal{P}_k \) with the \((k + 1)-\)tuples of integers. By Corollary 1.1, it follows that \( \mathcal{P}_k \) is countable. But then Corollary 1.2 implies that

\[
\bigcup_{j=0}^{\infty} \mathcal{P}_j
\]

is countable. \( \square \)

Georg Cantor's remarkable discovery is that not all infinite sets are countable. We next give an example of this phenomenon.

In what follows, a sequence on a set \( S \) is a function from \( \mathbb{N} \) to \( S \). We usually write such a sequence as \( s(1), s(2), s(3), \ldots \) or as \( s_1, s_2, s_3, \ldots \).

Example 1.43

There exists an infinite set which is not countable (we call such a set uncountable). Our example will be the set \( S \) of all sequences on the set \( \{0, 1\} \). In other words, \( S \) is the set of all infinite sequences of 0s and 1s. To see that \( S \) is uncountable, assume the contrary. Then there is a first sequence

\[
S^1 = \{s_j^1\}_{j=1}^\infty,
\]

a second sequence

\[
S^2 = \{s_j^2\}_{j=1}^\infty,
\]

and so forth. This will be a complete enumeration of all the members of \( S \). But now consider the sequence \( T = \{t_j\}_{j=1}^\infty \), which we construct as follows:

- If \( s_1^1 = 0 \) then make \( t_1 = 1 \); if \( s_1^1 = 1 \) then set \( t_1 = 0 \);
- If \( s_2^2 = 0 \) then make \( t_2 = 1 \); if \( s_2^2 = 1 \) then set \( t_2 = 0 \);
- If \( s_3^3 = 0 \) then make \( t_3 = 1 \); if \( s_3^3 = 1 \) then set \( t_3 = 0 \);

\[
\cdots
\]

- If \( s_j^j = 0 \) then make \( t_j = 1 \); if \( s_j^j = 1 \) then make \( t_j = 0 \);

etc.
Now the sequence $T$ differs from the first sequence $S^1$ in the first element: $t_1 \neq s_1^1$.

The sequence $T$ differs from the second sequence $S^2$ in the second element: $t_2 \neq s_2^1$.

And so on: the sequence $T$ differs from the $j$th sequence $S^j$ in the $j$th element: $t_j \neq s_j^j$. So the sequence $T$ is not in the set $S$. But $T$ is supposed to be in the set $S$ because it is a sequence of 0s and 1s and all of these have been hypothesized to be enumerated.

This contradicts our assumption, so $S$ must be uncountable.

\[\square\]

Example 1.44

Consider the set of all decimal representations of numbers—both terminating and non-terminating. Here a terminating decimal is one of the form

\[27.43926\]

while a non-terminating decimal is one of the form

\[3.14159265\ldots\]

In the case of the non-terminating decimal, no repetition is implied; the decimal simply continues without cease.

Now the set of all those decimals containing only the digits 0 and 1 can be identified in a natural way with the set of sequences containing only 0 and 1 (just put commas between the digits). And we just saw that the set of such sequences is uncountable. Since the set of all decimal numbers is an even bigger set, it must be uncountable also.

As you may know, the set of all decimals identifies with the set of all real numbers. We find then that the set $\mathbb{R}$ of all real numbers is uncountable. (Contrast this with the situation for the rationals.) In the next chapter we will learn more about how the real number system is constructed using just elementary set theory.

\[\square\]

It is an important result of set theory (due to Cantor) that, given any set $S$, the set of all subsets of $S$ (called the power set of $S$) has strictly greater cardinality than the set $S$ itself. As a simple example, let $S = \{a, b, c\}$. Then the set of all subsets of $S$ is

\[
\left\{ \emptyset, \{a\}, \{b\}, \{c\}, \{a, b\}, \{a, c\}, \{b, c\}, \{a, b, c\} \right\}.
\]

The set of all subsets has eight elements while the original set has just three.
Even more significant is the fact that if \( S \) is an infinite set then the set of all its subsets has greater cardinality than \( S \) itself. This is a famous theorem of Cantor. Thus there are infinite sets of arbitrarily large cardinality.

In some of the examples in this section we constructed a bijection between a given set (such as \( \mathbb{Z} \)) and a proper subset of that set (such as \( E \), the even integers). It follows from the definitions that this is possible only when the sets involved are infinite.

**Exercises**

1. Let the universe be the real number system. Let \( S = \{ x^2 \geq 0 \} \), \( T = \{ \text{blue is a primary color} \} \), \( U = \{ 5 < 3 \} \), and \( V = \{ x > 7 \text{ and } x < 2 \} \). Which of the following statements is true and which is false (use a truth table):

   a) \( S = T \)
   b) \( T = S \)
   c) \( S \lor T \)
   d) \( \neg S \land U \)
   e) \( \neg U \land V \)
   f) \( U \lor V \)
   g) \( U \lor S \)
   h) \( \neg (S \implies U) \)
   i) \( S \iff V \)
   j) \( T \iff U \)

2. Prove that

   a) \( A \implies B \) is logically equivalent to \( \neg (A \land (\neg B)) \)

   b) \( A \iff B \) is logically equivalent to \( (\neg (A \land (\neg B))) \land (\neg (B \land (\neg A))) \)

   c) \( A \lor B \) is logically equivalent to \( (\neg A) \land (\neg B) \)

   d) \( A \land B \) is logically equivalent to \( (\neg A) \lor (\neg B) \)
3. The universe is the real numbers. Which of the following statements is true?

a) \( \forall x \exists y, y < x^2 \)
b) \( \exists y \forall x, x^2 + y^2 < -3 \)
c) \( \exists x \forall y, y + x^2 > 0 \)
d) \( \exists x \forall y, x + y^2 > 0 \)
e) \( \forall x \exists y, (x > 0) \implies (y > 0 \land y^2 = x) \)
f) \( \forall x \exists y, (x > 0) \implies (y \leq 0 \land y^2 = x) \)
g) \( \forall a \forall b \forall c \exists x, \ ax^2 + bx + c = 0 \)

4. Write out each of the statements in Exercise 3 using a complete English sentence (no symbols!).

5. Let \( p(x, y) \) be a statement about the variables \( x \) and \( y \). Which of the following pairs of statements are logically equivalent?

(a) \( \forall x \exists y, p(x, y) \) and \( \sim \exists x \forall y, \sim p(x, y); \)

(b) \( \forall x \exists y, p(x, y) \) and \( \exists y \forall x, p(x, y). \)

6. Let the universe be the real number system. Let

\[ A = \{ x \in \mathbb{R} : x > 0 \}, \quad B = \{ 2, 4, 8, 16, 32 \}, \]
\[ C = \{ 2, 4, 6, 8, 10, 12, 14 \}, \]
\[ D = \{ x : -3 < x < 9 \}, \quad E = \{ x : x \leq 1 \}. \]

Calculate the six sets

\[ B \cap C, \ B \cup C, \ A \cap (D \cup E), \]
\[ A \cup (B \cap C), \ (A \cap C) \cup (B \cap D), \]
\[ A \cap (B \cap (C \cap (D \cap E))). \]

7. Which of the following sets is countable and which is not (provide detailed justification for your answers):

(a) the set of irrational numbers
(b) the set of terminating decimals
(c) the set of real numbers between 0.357 and 0.358
(d) \( \mathbb{Q} \times \mathbb{Q} \)
(e) the set of numbers obtained from \( \sqrt{2} \) and \( \sqrt{3} \) by finitely many arithmetic operations (+, -, \times, \div).
(f) \( \mathbb{N} \times \mathbb{Z} \)
(g) \( \mathbb{R} \times \mathbb{Z} \)

8. Is the intersection of two countable sets countable? How about their union?

9. Is the intersection of two uncountable sets uncountable? How about their union?

10. Let \( A, B, C, D \) be sets. Sketch Venn diagrams to illustrate each of the following:
(a) \( A \cup B \)
(b) \( A \cup (B \cap C) \)
(c) \( C \setminus (B \cup C) \)
(d) \( C \setminus (B \cap A) \)
(e) \( C \cap (B \cap A) \)
(f) \( A \cup (B \cup C) \)

11. Let \( A, B, C \) be sets. Prove each of the following statements:
\[
C \setminus (A \cup B) = (C \setminus A) \cap (C \setminus B) \]
\[
C \setminus (A \cap B) = (C \setminus A) \cup (C \setminus B). \]
(Hint: A Venn diagram is not a proof.)

12. Consider the set \( S = \mathbb{N} \times \mathbb{N} \) of all ordered pairs of positive integers. Write the elements of \( S \) in an array as follows:

\[
\begin{array}{cccccccc}
(1, 1) & (1, 2) & (1, 3) & (1, 4) & (1, 5) & \ldots \\
(2, 1) & (2, 2) & (2, 3) & (2, 4) & (2, 5) & \ldots \\
(3, 1) & (3, 2) & (3, 3) & (3, 4) & (3, 5) & \ldots \\
(4, 1) & (4, 2) & (4, 3) & (4, 4) & (4, 5) & \ldots \\
(5, 1) & (5, 2) & (5, 3) & (5, 4) & (5, 5) & \ldots \\
\ldots \\
\end{array}
\]

Enumerate the pairs by counting along *diagonals* which extend from the lower left to the upper right. This gives an alternate way to prove that \( \mathbb{N} \times \mathbb{N} \) is countable.
13. Prove that if a function $f$, with domain $A$ and range $B$, is both one-to-one and onto then $f$ has an inverse function $g$.

14. Consider the statement

If $x > 2$ then $x^2 > 6$.

Explain why the statement is true for $x = 3$. Explain why the statement is true for $x = 1$. Explain why the statement is true for $x = -4$. Explain why the statement is false for $x = 2.1$. Do not use truth tables!

15. If $A_1, A_2, \ldots$ are sets then define

$$
\prod_{j=1}^{\infty} A_j
$$

to be the collection of all functions from the natural numbers $\mathbb{N}$ into $\bigcup A_j$ such that $f(j) \in A_j$. What can you say about the cardinality of the set

$$
\prod_{j=1}^{\infty} A_j
$$

when each $A_j$ has the cardinality of $\mathbb{Z}$? What about when each of the $A_j$ has the cardinality of $\mathbb{R}$?

16. Consider the set $S$ of all real numbers obtained by taking rational powers of rational numbers. Is this set countable or uncountable?

17. A closed subset $S$ of the plane is called convex if whenever $a, b \in S$ then the line segment connecting $a$ to $b$ lies in $S$. What is the cardinality of the collection of convex sets in the plane?

18. Give an explicit example of a set which has cardinality greater than the cardinality of the set of all real numbers and prove that the cardinality is greater.

19. Prove that it is impossible for a finite set to be put in one-to-one correspondence with a proper subset of itself.

20. Let $S$ be an infinite set. Prove that there is a subset $T \subseteq S$ such that $T$ is countable.

21. Prove that it is always possible to put an infinite set in one-to-one correspondence with a proper subset of itself. [Hint: Consider the natural numbers first. Then use the exercise 20 to treat the general case.]
22. What is the cardinality of $\mathbb{R} \times \mathbb{N}$?

23. What is the cardinality of $\mathbb{R} \times \mathbb{R}$?

24. Consider the statement

$$A \implies B \implies C.$$ 

Write a truth table for this statement. Can you do this without inserting parentheses? Does your answer depend on where you insert the parentheses? Discuss the possibilities.

25. Repeat Exercise 24 with "\(\implies\)" replaced by $\land$.

26. Repeat Exercise 24 with "\(\implies\)" replaced by $\lor$.

27. Let $S$ be the set of all finite sequences of 0s and 1s. Is this set countable or uncountable?

28. If $A$ is uncountable and $B$ is uncountable then what can you say about the cardinality of the set $\{f : f$ is a function from $A$ to $B\}$?
Chapter 2

Number Systems

2.1 The Natural Numbers

Mathematics deals with a variety of number systems. The simplest number system in real analysis is \( \mathbb{N} \), the natural numbers. As we have already noted, this is just the set of positive integers \( \{1, 2, 3, \ldots \} \). In a rigorous course of logic, the set \( \mathbb{N} \) is constructed from the axioms of set theory. However, in this book we shall assume that you are familiar with the positive integers and their elementary properties.

The principal properties of \( \mathbb{N} \) are as follows

1. 1 is a natural number.
2. If \( x \) is a natural number then there is another natural number \( \hat{x} \) which is called the successor of \( x \).
3. \( 1 \neq \hat{x} \) for every natural number \( x \).
4. If \( \hat{x} = \hat{y} \) then \( x = y \).
5. (Principle of Induction) If \( Q \) is a property and if
   (a) 1 has the property \( Q \);
   (b) whenever a natural number \( x \) has the property \( Q \) it follows that \( \hat{x} \) also has the property \( Q \);

then all natural numbers have the property \( Q \).

These rules, or axioms, are known as the Peano Axioms for the natural numbers (named after Giuseppe Peano (1858-1932) who developed them). We take it for granted that the usual set of positive integers satisfies these rules. Certainly 1 is in that set. Each positive integer has a "successor"—after 1 comes 2 and after 2 comes 3 and so forth. The number 1 is not the successor of any other positive integer. Two positive integers with the same successor must be the same. The last
axiom is more subtle but makes good sense: if some property $Q(n)$ holds for $n = 1$ and if whenever it holds for $n$ then it also holds for $n + 1$, then we may conclude that $Q$ holds for all positive integers.

We will spend the remainder of this section exploring Axiom (5), the Principle of Induction.

**Example 2.1**

Let us prove that for each positive integer $n$ it holds that

$$1 + 2 + \cdots + n = \frac{n \cdot (n + 1)}{2}.$$  

We denote this equation by $Q(n)$, and follow the scheme of the Principle of Induction.

First, $Q(1)$ is true since then both the left and the right side of the equation equal 1. Now assume that $Q(n)$ is true for some natural number $n$. Our job is to show that it follows that $Q(n + 1)$ is true.

Since $Q(n)$ is true, we know that

$$n \cdot (n + 1) = 1 + 2 + \cdots + n.$$  

Let us add the quantity $n + 1$ to both sides. Thus

$$1 + 2 + \cdots + n + (n + 1) = \frac{n \cdot (n + 1)}{2} + (n + 1).$$  

The right side of this new equality simplifies and we obtain

$$1 + 2 + \cdots + (n + 1) = \frac{(n + 1) \cdot ((n + 1) + 1)}{2}.$$  

But this is just $Q(n + 1)$ or $Q(\hat{n})$! *We have assumed $Q(n)$ and have proved $Q(\hat{n})$, just as the Principle of Induction requires.*

Thus we may conclude that property $Q$ holds for all positive integers, as desired. $\square$

The formula that we derived in Example 2.1 was probably known to the ancient Greeks. However, a celebrated anecdote credits Karl Friedrich Gauss (1777-1855) with discovering the formula when he was nine years old. Gauss went on to become (along with Isaac Newton and Archimedes) one of the three greatest mathematicians of all time.

The formula from Example 2.1 gives a neat way to add up the integers from 1 to $n$, for any $n$, without doing any work. Any time that we discover a new mathematical fact, there are generally several others hidden within it. The next example illustrates this point.
Example 2.2

The sum of the first \( m \) positive even integers is \( m \cdot (m + 1) \). To see this note that the sum in question is

\[
2 + 4 + 6 + \cdots + 2m = 2(1 + 2 + 3 + \cdots + m).
\]

But, by the first example, the sum in parentheses on the right is equal to \( m \cdot (m + 1)/2 \). It follows that

\[
2 + 4 + 6 + \cdots + 2m = 2 \cdot \frac{m \cdot (m + 1)}{2} = m \cdot (m + 1).
\]

\[
\square
\]

The second example could also be performed by induction (without using the result of the first example). This method is explored in the exercises.

Example 2.3

Now we will use induction incorrectly to prove a statement that is completely preposterous:

All horses are the same color.

There are finitely many horses in existence, so it is convenient for us to prove the slightly more technical statement

Any collection of \( k \) horses consists of horses which are all the same color.

Our statement \( Q(k) \) is this last displayed statement.

Now \( Q(1) \) is true: one horse is the same color. (Note: this is not a joke, and the error has not occurred yet.)

Suppose next that \( Q(k) \) is true: we assume that any collection of \( k \) horses has the same color. Now consider a collection of \( k = k + 1 \) horses. Remove one horse from that collection. By our hypothesis, the remaining \( k \) horses have the same color.

Now replace the horse that we removed and remove a different horse. Again, the remaining \( k \) horses have the same color.

We keep repeating this process: remove each of the \( k + 1 \) horses one by one and conclude that the remaining \( k \) horses have the same color. Therefore every horse in the collection is the same color as every other. So all \( k + 1 \) horses have the same color. The statement \( Q(k + 1) \) is thus proved (assuming the truth of \( Q(k) \)) and the induction is complete.

Where is our error? It is nothing deep—just an oversight. The argument we have given is wrong when \( k = k + 1 = 2 \). For remove one horse from a set of two and the remaining (one)
horse is the same color. Now replace the removed horse and remove the other horse. The remaining (one) horse is the same color. So what? We cannot conclude that the two horses are colored the same. Thus the induction breaks down at the outset; the reasoning is incorrect.

Proposition 2.1 [The Binomial Theorem]
Let $a$ and $b$ be real numbers and $n$ a natural number. Then

$$(a + b)^n = a^n + \frac{n}{1} a^{n-1} b + \frac{n(n-1)}{2 \cdot 1} a^{n-2} b^2 + \frac{n(n-1)(n-2)}{3 \cdot 2 \cdot 1} a^{n-3} b^3 + \ldots + \frac{n(n-1) \cdots 2}{(n-1)(n-2) \cdots 2 \cdot 1} a^{n-1} b + b^n.$$

Proof: The case $n = 1$ being obvious, proceed by induction. \qed

Remark 2.1 The expression

$$\frac{n(n-1) \cdots (n-k+1)}{k(k-1) \cdots 1}$$

is often called the $k^{th}$ binomial coefficient and is denoted by the symbol

$$\binom{n}{k}.$$

Using the notation $m! = m \cdot (m-1) \cdot (m-2) \cdots 2 \cdot 1$, for $m$ a natural number, we may write the $k^{th}$ binomial coefficient as

$$\binom{n}{k} = \frac{n!}{(n-k)! \cdot k!}.$$

2.2 Equivalence Relations and Equivalence Classes

Let $S$ be a set and let $\mathcal{R}$ be a relation on $S$ and $S$. We call $\mathcal{R}$ an equivalence relation on $S$ if $\mathcal{R}$ has the following three properties:

- (Reflexivity) If $s \in S$ then $(s, s) \in \mathcal{R}$.
- (Symmetry) If $(s, t) \in \mathcal{R}$ then $(t, s) \in \mathcal{R}$.
- (Transitivity) If $(s, t) \in \mathcal{R}$ and $(t, u) \in \mathcal{R}$ then $(s, u) \in \mathcal{R}$.
Example 2.4

Let \( A = \{1, 2, 3, 4\} \). The relation
\[
\mathcal{R} = \{(1, 1), (2, 2), (3, 3), (4, 4), (1, 4), (4, 1), (2, 4), (4, 2), (1, 2), (2, 1)\}
\]
is an equivalence relation on \( A \). Check for yourself that reflexivity, symmetry, and transitivity all hold for \( \mathcal{R} \). \( \square \)

The main result about an equivalence relation on \( A \) is that it induces a partition of \( A \) into disjoint sets:

**Theorem 2.1**

Let \( \mathcal{R} \) be an equivalence relation on a set \( A \). Then \( A \) is a union of subsets \( A_\alpha \),
\[
A = \bigcup_\alpha A_\alpha ,
\]
with the following properties: If \( a, b \in A \) then \( (a, b) \in \mathcal{R} \) if and only if \( a \) and \( b \) are elements of the same \( A_\alpha \). The subsets \( A_\alpha \) are nonempty and pairwise disjoint: \( A_\alpha \cap A_{\alpha'} = \emptyset \) whenever \( \alpha \neq \alpha' \). The sets \( A_\alpha \) are called equivalence classes.

**Proof:** If \( a \in A \) then define the subset \( A(a) \) by
\[
A(a) = \{ b \in A : (a, b) \in \mathcal{R} \} .
\]
Notice that, by the reflexive property of \( \mathcal{R} \), \( a \in A(a) \). So \( A(a) \) is not empty. If \( a, a' \in A \) and \( A(a) \cap A(a') \neq \emptyset \) then there is at least one element common to the two sets: call it \( c \). Then \( c \in A(a) \) so that \( (a, c) \in \mathcal{R} \). Also \( c \in A(a') \) so that \( (a', c) \in \mathcal{R} \). Now we invoke the symmetry property to conclude that \( (c, a') \in \mathcal{R} \). Since \( (a, c) \in \mathcal{R} \) and \( (c, a') \in \mathcal{R} \), the transitivity property implies that \( (a, a') \in \mathcal{R} \).

Now if \( b \) is any element of \( A(a') \) then, by definition, \( (a', b) \in \mathcal{R} \). We showed in the last paragraph that \( (a, a') \in \mathcal{R} \). We conclude, by transitivity, that \( (a, b) \in \mathcal{R} \). Hence \( b \in A(a) \). Since \( b \) was an arbitrary element of \( A(a') \), we have shown that \( A(a') \subseteq A(a) \). The symmetry of the argument now gives that \( A(a) \subseteq A(a') \). Thus \( A(a) = A(a') \).

So we know that whenever two sets \( A(a) \) and \( A(a') \) intersect, they must be equal. Each of these sets is nonempty. And each \( a \in A \) is in one of these sets (namely \( A(a) \)). This is what we wanted to prove. \( \square \)
REMARK 2.2 We might have written

\[ A = \bigcup_{a \in A} A(a). \]

But this would be ambiguous, since if \( a \) and \( a' \) are related then \( A(a) \) and \( A(a') \) would be the same set (or equivalence class). The main point to remember is that an equivalence relation partitions \( A \) into disjoint equivalence classes. We frequently denote these by \( A(a) \). But the same \( A(a) \) may arise in several different ways. The examples will make this point clear.

Example 2.5

Refer to Example 2.4. Notice that

\[ A(1) = \{1, 2, 4\}, \quad A(2) = \{1, 2, 4\}, \quad A(3) = \{3\}, \quad A(4) = \{1, 2, 4\}. \]

Of course \( A(1), A(2), \) and \( A(4) \) are the same (as the theorem predicts) because \((1, 2), (1, 4), \) and \((2, 4)\) are elements of \( R \). The equivalence relation \( R \) has partitioned \( A \) into the disjoint subsets \( \{1, 2, 4\} \) and \( \{3\} \). Notice that

\[ A = \{1, 2, 4\} \cup \{3\} \]

as the theorem specifies.

Example 2.6

Consider the set \( \mathbb{N} \) of positive integers. Let \( x, y \in \mathbb{N} \). We say that \( x \) is related to \( y \) if \( y - x \) is divisible by 2. A moment's thought reveals that this means that two natural numbers are related if they are either both even or both odd.

Check for yourself that this is an equivalence relation (reflexivity is obvious; if \( x \) and \( y \) are both even/odd then so are \( y \) and \( x \), giving symmetry; finally, write out the reasoning to verify transitivity).

The equivalence classes induced by this equivalence relation are \( E = \{2, 4, 6, \ldots\} \) and \( O = \{1, 3, 5, \ldots\} \). Their union, of course, is all of \( \mathbb{N} \).

2.3 The Integers

Now we will apply the notion of an equivalence class to construct the integers (both positive and negative). There is an important point of knowledge to be noted here. For the sake of having a reasonable place to begin our work, we took the natural numbers \( \mathbb{N} = \{1, 2, 3, \ldots\} \) as given. Since the natural numbers have been used for thousands of years to keep
track of objects for barter, this is a plausible thing to do. Even people who know no mathematics accept the positive integers. However, the number zero and the negative numbers are a different matter. It was not until the fifteenth century that the concepts of zero and negative numbers started to take hold—for they do not correspond to explicit collections of objects (five fingers or ten shoes) but rather to concepts (zero books is the lack of books; minus 4 pens means that we owe someone four pens). After some practice we get used to negative numbers, but explaining in words what they mean is always a bit clumsy.

It is much more satisfying, from the point of view of logic, to construct the integers (including the negative whole numbers and zero) from what we already have, that is, from the natural numbers. We proceed as follows. Let $A = \mathbb{N} \times \mathbb{N}$, the set of ordered pairs of natural numbers. We define a relation $\mathcal{R}$ on $A$ and $A$ as follows:

$$(a, b) \text{ is related to } (a', b') \text{ if } a + b' = a' + b$$

**Theorem 2.2**
The relation $\mathcal{R}$ is an equivalence relation.

**Proof:** That $(a, b)$ is related to $(a, b)$ follows from the trivial identity $a + b = a + b$. Hence $\mathcal{R}$ is reflexive. Second, if $(a, b)$ is related to $(a', b')$ then $a + b' = a' + b$ hence $a' + b = a + b'$ (just reverse the equality) hence $(a', b')$ is related to $(a, b)$. So $\mathcal{R}$ is symmetric.

Finally, if $(a, b)$ is related to $(a', b')$ and $(a', b')$ is related to $(a'', b'')$ then we have

$$a + b' = a' + b \quad \text{and} \quad a' + b'' = a'' + b'.$$

Adding these equations gives

$$(a + b') + (a' + b'') = (a' + b) + (a'' + b').$$

Cancelling $a'$ and $b'$ from each side finally yields

$$a + b'' = a'' + b.$$

Thus $(a, b)$ is related to $(a'', b'')$. Therefore $\mathcal{R}$ is transitive. We conclude that $\mathcal{R}$ is an equivalence relation.

Now our job is to understand the equivalence classes which are induced by $\mathcal{R}$. Let $(a, b) \in A$ and let $[(a, b)]$ be the corresponding equivalence class. If $b > a$ then we will denote this equivalence class by
the integer \( b - a \). For instance, the equivalence class \([(2, 7)]\) will be denoted by 5. Notice that if \((a', b') \in [(a, b)]\) then \( a + b' = a' + b \) hence \( b' - a' = b - a \). Therefore the integer symbol that we choose to represent our equivalence class is independent of which element of the equivalence class is used to compute it.

If \((a, b) \in A\) and \( b = a \) then we let the symbol 0 denote the equivalence class \([(a, b)]\). Notice that if \((a', b')\) is any other element of \([(a, b)]\) then it must be that \( a + b' = a' + b \) hence \( b' = a' \); therefore this definition is unambiguous.

If \((a, b) \in A\) and \( a > b \) then we will denote the equivalence class \([(a, b)]\) by the symbol \(- (a - b)\). For instance, we will denote the equivalence class \([(7, 5)]\) by the symbol \(-2\). Once again, if \((a', b')\) is related to \((a, b)\) then the equation \( a + b' = a' + b \) guarantees that our choice of symbol to represent \([(a, b)]\) is unambiguous.

Thus we have given our equivalence classes names, and these names look just like the names that we usually give to integers: there are positive integers, and negative ones, and zero. But we want to see that these objects behave like integers. (As you read on, use the intuitive, non-rigorous mnemonic that the equivalence class \([(a, b)]\) stands for the integer \( b - a \).)

First, do these new objects that we have constructed add correctly? Well, let \( X = [(a, b)] \) and \( Y = [(c, d)] \) be two equivalence classes. Define their sum to be \( X + Y = [(a + c, b + d)] \). We must check that this is unambiguous. If \((a, b)\) is related to \((a, b)\) and \((c, d)\) is related to \((c, d)\) then of course we know that
\[
a + b = a + b
\]
and
\[
c + d = c + d.
\]
Adding these two equations gives
\[
(a + c) + (b + d) = (a + c) + (b + d)
\]
hence \((a + c, b + d)\) is related to \((\tilde{a} + \tilde{c}, \tilde{b} + \tilde{d})\). Thus, adding two of our equivalence classes gives another equivalence class, as it should.

**Example 2.7**

To add 5 and 3 we first note that 5 is the equivalence class \([(2, 7)]\) and 3 is the equivalence class \([(2, 5)]\). We add them componentwise and find that the sum is \([(2 + 2, 7 + 5)] = [(4, 12)]\). Which equivalence class is this answer? Looking back at our prescription for giving names to the equivalence classes, we see that this is the equivalence class that we called \(12 - 4\) or 8. So
we have rediscovered the fact that $5 + 3 = 8$. Check for yourself that if we were to choose a different representative for $5$—say $(6, 11)$—and a different representative for $3$—say $(24, 27)$—then the same answer would result.

Now let us add $4$ and $-9$. The first of these is the equivalence class $[(3, 7)]$ and the second is the equivalence class $[(13, 4)]$. The sum is therefore $[(16, 11)]$, and this is the equivalence class that we call $-(16 - 11)$ or $-5$. That is the answer that we would expect when we add $4$ to $-9$.

Next, we add $-12$ and $-5$. Previous experience causes us to expect the answer to be $-17$. Now $-12$ is the equivalence class $[(19, 7)]$ and $-5$ is the equivalence class $[(7, 2)]$. The sum is $[(26, 9)]$, which is the equivalence class that we call $-17$.

Finally, we can see in practice that our method of addition is unambiguous. Let us redo the second example using $[(6, 10)]$ as the equivalence class represented by $4$ and $[(15, 6)]$ as the equivalence class represented by $-9$. Then the sum is $[(21, 16)]$, and this is still the equivalence class $-5$, as it should be. \hfill \Box

The assertion that the result of calculating a sum—no matter which representatives we choose for the equivalence classes—will give only one answer is called the "fact that addition is well defined." In order for our definitions to make sense, it is essential that we check this property of well-definedness.

**REMARK 2.3** What is the point of this section? Everyone knows about negative numbers, so why go through this abstract construction? The reason is that, until one sees this construction, negative numbers are just imaginary objects—placeholders if you will—which are a useful notation but which do not exist. Now they do exist. They are a collection of equivalence classes of pairs of natural numbers. This collection is equipped with certain arithmetic operations, such as addition, subtraction, and multiplication. We now discuss these last two.

If $x = [(a, b)]$ and $y = [(c, d)]$ are integers, we define their *difference* to be the equivalence class $[(a + d, b + c)]$; we denote this difference by $x - y$. The unambiguity (or well-definedness) of this definition is treated in the exercises.

**Example 2.8**

We calculate $8 - 14$. Now $8 = [(1, 9)]$ and $14 = [(3, 17)]$. Therefore

$$8 - 14 = [(1 + 17, 9 + 3)] = [(18, 12)] = -6,$$

as expected.
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As a second example, we compute \((-4) - (-8)\). Now
\[-4 - (-8) = [(6, 2)] - [(13, 5)] = [(6 + 5, 2 + 13)] = [(11, 15)] = 4.\]

\[
\Box
\]

**REMARK 2.4** When we first learn that \((-4) - (-8) = (-4) + 8 = 4\), the explanation is a bit mysterious: why is "minus a minus equal to a plus"? Now there is no longer any mystery: this property follows from our construction of the number system \(\mathbb{Z}\).

Finally, we turn to multiplication. If \(x = [(a, b)]\) and \(y = [(c, d)]\) are integers then we define their product by the formula
\[x \cdot y = [(a \cdot d + b \cdot c, a \cdot c + b \cdot d)].\]
This definition may be a surprise. Why did we not define \(x \cdot y\) to be \([(a \cdot c, b \cdot d)]\)? There are several reasons: first of all, the latter definition would give the wrong answer; moreover, it is not unambiguous (different representatives of \(x\) and \(y\) would give a different answer). If you recall that we think of \([(a, b)]\) as representing \(b - a\) and \([(c, d)]\) as representing \(d - c\) then the product should be the equivalence class that represents \((b - a) \cdot (d - c)\). That is the motivation behind our definition.

The unambiguity of the given definition of multiplication of integers is treated in the exercises. We proceed now to an example.

**Example 2.9**

We compute the product of \(-3\) and \(-6\). Now
\[(-3) \cdot (-6) = [(5, 2)] \cdot [(9, 3)] = [(5 \cdot 3 + 2 \cdot 9, 5 \cdot 9 + 2 \cdot 3)] = [(33, 51)] = 18,\]
which is the expected answer.

As a second example, we multiply \(-5\) and 12. We have
\[\begin{align*}
-5 \cdot 12 &= [(7, 2)] \cdot [(1, 13)] \\
&= [(7 \cdot 13 + 2 \cdot 1, 7 \cdot 1 + 2 \cdot 13)] \\
&= [(93, 33)] \\
&= -60.
\end{align*}\]

Finally, we show that 0 times any integer \(A\) equals zero. Let \(A = [(a, b)]\). Then
\[
0 \cdot A = [(1, 1)] \cdot [(a, b)] = [(1 \cdot b + 1 \cdot a, 1 \cdot a + 1 \cdot b)] \\
= [(a + b, a + b)] \\
= 0.
\]

\[
\Box
\]

**REMARK 2.5** Notice that one of the pleasant byproducts of our construction of the integers is that we no longer have to give artificial
explanations for why the product of two negative numbers is a positive number or why the product of a negative number and a positive number is negative. These properties instead follow automatically from our construction.

Of course we will not discuss division for integers; in general division of one integer by another makes no sense in the universe of the integers. More will be said about this matter in the exercises.

In the rest of this book we will follow the standard mathematical custom of denoting the set of all integers by the symbol \( \mathbb{Z} \). We will write the integers not as equivalence classes, but in the usual way as \( \ldots -3, -2, -1, 0, 1, 2, 3, \ldots \). The equivalence classes are a device that we used to construct the integers. Now that we have the integers in hand, we may as well write them in the simple, familiar fashion.

In an exhaustive treatment of the construction of \( \mathbb{Z} \), we would prove that addition and multiplication are commutative and associative, prove the distributive law, and so forth. But the purpose of this section is to demonstrate modes of logical thought rather than to be thorough. We shall say more about some of the elementary properties of the integers in the exercises.

### 2.4 The Rational Numbers

In this section we use the integers, together with a construction using equivalence classes, to build the rational numbers. Let \( A \) be the set \( \mathbb{Z} \times (\mathbb{Z} \setminus \{0\}) \). Here the symbol \( \setminus \) stands for "subtraction of sets": \( \mathbb{Z} \setminus \{0\} \) denotes the set of all elements of \( \mathbb{Z} \) except 0 (see Section 1.6). In other words, \( A \) is the set of ordered pairs \((a, b)\) of integers subject to the condition that \( b \neq 0 \). [Think, intuitively and non-rigorously, of this ordered pair as "representing" the fraction \( a/b \).] We definitely want it to be the case that certain ordered pairs represent the same number. For instance,

The number \( \frac{1}{2} \) should be the same number as \( \frac{3}{6} \).

This example motivates our equivalence relation. Declare \((a, b)\) to be related to \((a', b')\) if \( a \cdot b' = a' \cdot b \). [Here we are thinking, intuitively and non-rigorously, that the fraction \( a/b \) should equal the fraction \( a'/b' \) precisely when \( a \cdot b' = a' \cdot b \).]

Is this an equivalence relation? Obviously the pair \((a, b)\) is related to itself, since \( a \cdot b = a \cdot b \). Also the relation is symmetric: if \((a, b)\) and \((a', b')\) are pairs and \( a \cdot b' = a' \cdot b \) then \( a' \cdot b = a \cdot b' \). Finally, if \((a, b)\) is related to \((a', b')\) and \((a', b')\) is related to \((a'', b'')\) then we have both

\[
a \cdot b' = a' \cdot b \quad \text{and} \quad a' \cdot b'' = a'' \cdot b'.
\]
Multiplying the left sides of these two equations together and the right sides together gives
\[(a' \cdot b') \cdot (a'' \cdot b'') = (a' \cdot b) \cdot (a'' \cdot b').\]

If \(a' = 0\) then it follows immediately that both \(a\) and \(a''\) must be zero. So the three pairs \((a, b), (a', b'),\) and \((a'', b'')\) are equivalent and there is nothing to prove. So we may assume that \(a' \neq 0\). We know \(a\) priori that \(b' \neq 0\); therefore we may cancel common terms in the last equation to obtain
\[a \cdot b'' = b \cdot a''.\]
Thus \((a, b)\) is related to \((a'', b'')\), and our relation is transitive.

The resulting collection of equivalence classes will be called the set of rational numbers, and we shall denote this set with the symbol \(\mathbb{Q}\).

**Example 2.10**

The equivalence class \([(4, 12)]\) in the rational numbers contains all of the pairs \((4, 12), (1, 3), (-2, -6)\). (Of course it contains infinitely many other pairs as well.) This equivalence class represents the fraction \(4/12\) which we sometimes also write as \(1/3\) or \(-2/(-6)\).

If \([(a, b)]\) and \([(c, d)]\) are rational numbers then we define their product to be the rational number
\[[(a \cdot c, b \cdot d)].\]
This is well defined, for if \((a, b)\) is related to \((\tilde{a}, \tilde{b})\) and \((c, d)\) is related to \((\tilde{c}, \tilde{d})\) then we have the equations
\[a \cdot \tilde{b} = \tilde{a} \cdot b \quad \text{and} \quad c \cdot \tilde{d} = \tilde{c} \cdot d.\]
Multiplying together the left sides and the right sides we obtain
\[(a \cdot \tilde{b}) \cdot (c \cdot \tilde{d}) = (\tilde{a} \cdot b) \cdot (\tilde{c} \cdot d).\]
Rearranging, we have
\[(a \cdot c) \cdot (\tilde{b} \cdot \tilde{d}) = (\tilde{a} \cdot \tilde{c}) \cdot (b \cdot d).\]
But this says that the product of \([(a, b)]\) and \([(c, d)]\) is related to the product of \([(\tilde{a}, \tilde{b})]\) and \([(\tilde{c}, \tilde{d})]\). So multiplication is unambiguous (i.e., well defined).
Example 2.11

The product of the two rational numbers \([3, 8]\) and \([-2, 5]\) is

\[\begin{align*}
(3 \cdot (-2), 8 \cdot 5) &= ((-6, 40)) = ((-3, 20)).
\end{align*}\]

This is what we expect: the product of \(3/8\) and \(-2/5\) is \(-3/20\).

\[\square\]

If \(q = [(a, b)]\) and \(r = [(c, d)]\) are rational numbers and if \(r\) is not zero (that is, \([(c, d)]\) is not the equivalence class zero—in other words, \(c \neq 0\)) then we define the quotient \(q/r\) to be the equivalence class

\[[(ad, bc)]\].

We leave it to you to check that this operation is well defined.

Example 2.12

The quotient of the rational number \([(4, 7)]\) by the rational number \([(3, -2)]\) is, by definition, the rational number

\[\begin{align*}
(4 \cdot (-2), 7 \cdot 3) &= ((-8, 21)).
\end{align*}\]

This is what we expect: the quotient of \(4/7\) by \(-3/2\) is \(-8/(21)\).

\[\square\]

How should we add two rational numbers? We could try declaring \([(a, b)] + [(c, d)]\) to be \([(a + c, b + d)]\), but this will not work (think about the way that we usually add fractions). Instead we define

\[\begin{align*}
[(a, b)] + [(c, d)] &= [(a \cdot d + c \cdot b, b \cdot d)].
\end{align*}\]

That this definition is unambiguous is left for the exercises. We turn instead to an example.

Example 2.13

The sum of the rational numbers \([(3, -14)]\) and \([(9, 4)]\) is given by

\[\begin{align*}
(3 \cdot 4 + 9 \cdot (-14), (-14) \cdot 4) &= ((-114, -56)) = ((57, 28)).
\end{align*}\]

This coincides with the usual way that we add fractions:

\[\begin{align*}
\frac{3}{14} + \frac{9}{4} &= \frac{57}{28}.
\end{align*}\]

\[\square\]
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Notice that the equivalence class \([0, 1]\) is the rational number that we usually denote by 0. It is the additive identity, for if \([a, b]\) is another rational number then

\[ [(0, 1)] + [(a, b)] = [(0 \cdot b + a \cdot 1, 1 \cdot b)] = [(a, b)]. \]

A similar argument shows that \([0, 1]\) times any rational number gives \([0, 1]\) or 0.

Of course the concept of subtraction is really just a special case of addition (that is \(x - y\) is the same thing as \(x + (-y)\)). So we shall say nothing further about subtraction.

In practice we will write rational numbers in the traditional fashion:

\[
\frac{2}{5}, \quad \frac{-19}{3}, \quad \frac{22}{2}, \quad \frac{24}{4}, \quad \ldots
\]

In mathematics it is generally not wise to write rational numbers in mixed form, such as \(2 \frac{3}{5}\), because the juxtaposition of two numbers could easily be mistaken for multiplication. Instead we would write this quantity as the improper fraction \(13/5\).

**Definition 2.1** A set \(S\) is called a field if it is equipped with a binary operation (usually called addition and denoted “+”) and a second binary operation (called multiplication and denoted “.”) such that the following axioms are satisfied:

**A1.** \(S\) is closed under addition: if \(x, y \in S\) then \(x + y \in S\).

**A2.** Addition is commutative: if \(x, y \in S\) then \(x + y = y + x\).

**A3.** Addition is associative: if \(x, y, z \in S\) then \(x + (y + z) = (x + y) + z\).

**A4.** There exists an element, called 0, in \(S\) which is an additive identity: if \(x \in S\) then \(0 + x = x\).

**A5.** Each element of \(S\) has an additive inverse: if \(x \in S\) then there is an element \(-x \in S\) such that \(x + (-x) = 0\).

**M1.** \(S\) is closed under multiplication: if \(x, y \in S\) then \(x \cdot y \in S\).

**M2.** Multiplication is commutative: if \(x, y \in S\) then \(x \cdot y = y \cdot x\).

**M3.** Multiplication is associative: if \(x, y, z \in S\) then \(x \cdot (y \cdot z) = (x \cdot y) \cdot z\).

**M4.** There exists an element, called 1, which is a multiplicative identity: if \(x \in S\) then \(x \cdot 1 = x\).
M5. Each nonzero element of $S$ has a multiplicative inverse: if $0 \neq x \in S$ then there is an element $x^{-1} \in S$ such that $x \cdot (x^{-1}) = 1$. The element $x^{-1}$ is sometimes denoted $1/x$.

D1. Multiplication distributes over addition: if $x, y, z \in S$ then

$$x \cdot (y + z) = x \cdot y + x \cdot z.$$ 

Eleven axioms is a lot to digest all at once, but in fact these are all familiar properties of addition and multiplication of rational numbers that we use every day: the set $\mathbb{Q}$, with the usual notions of addition and multiplication, forms a field. The integers, by contrast, do not: nonzero elements of $\mathbb{Z}$ (except 1 and $-1$) do not have multiplicative inverses in the integers.

Let us now consider some consequence of the field axioms.

**Theorem 2.3**

Any field has the following properties:

1. If $z + x = z + y$ then $x = y$.
2. If $x + z = 0$ then $z = -x$ (the additive inverse is unique).
3. $-(-y) = y$.
4. If $y \neq 0$ and $y \cdot x = y \cdot z$ then $x = z$.
5. If $y \neq 0$ and $y \cdot z = 1$ then $z = y^{-1}$ (the multiplicative inverse is unique).
6. $(x^{-1})^{-1} = x$.
7. $0 \cdot x = 0$.
8. If $x \cdot y = 0$ then either $x = 0$ or $y = 0$.
9. $(-x) \cdot y = -(x \cdot y) = x \cdot (-y)$.
10. $(-x) \cdot (-y) = x \cdot y$.

**Proof:** These are all familiar properties of the rationals, but now we are considering them for an arbitrary field. We prove just a few to illustrate the logic. The proofs of the others are assigned as exercises.

To prove (1) we write

$$z + x = z + y \Rightarrow (-z) + (z + x) = (-z) + (z + y)$$
and now Axiom A3 yields that this implies

\[((-z) + z) + x = ((-z) + z) + y.\]

Next, Axiom A5 yields that

\[0 + x = 0 + y\]

and hence, by Axiom A4,

\[x = y.\]

To prove (7), we observe that

\[0 \cdot x = (0 + 0) \cdot x,\]

which by Axiom M2 equals

\[x \cdot (0 + 0).\]

By Axiom D1 the last expression equals

\[x \cdot 0 + x \cdot 0,\]

which by Axiom M2 equals \(0 \cdot x + 0 \cdot x\). Thus we have derived the equation

\[0 \cdot x = 0 \cdot x + 0 \cdot x.\]

Axioms A4 and A2 let us rewrite the left side as

\[0 \cdot x + 0 = 0 \cdot x + 0 \cdot x.\]

Finally, part (1) of the present theorem (which we have already proved) yields that

\[0 = 0 \cdot x,\]

which is the desired result.

To prove (8), we suppose that \(x \neq 0\). In this case \(x\) has a multiplicative inverse \(x^{-1}\) and we multiply both sides of our equation by this element:

\[x^{-1} \cdot (x \cdot y) = x^{-1} \cdot 0.\]

By Axiom M3, the left side can be rewritten and we have

\[(x \cdot x^{-1}) \cdot y = x^{-1} \cdot 0.\]

Next, we rewrite the right side using Axiom M2:

\[(x \cdot x^{-1}) \cdot y = 0 \cdot x^{-1}.\]
Now Axiom M5 allows us to simplify the left side:
\[ 1 \cdot y = 0 \cdot x^{-1}. \]

We further simplify the left side using Axiom M4 and the right side using Part (7) of the present theorem (which we just proved) to obtain:
\[ y = 0. \]

Thus we see that if \( x \neq 0 \) then \( y = 0 \). But this is logically equivalent with \( x = 0 \) or \( y = 0 \), as we wished to prove. [If you have forgotten why these statements are logically equivalent, write a truth table.]

**Definition 2.2** Let \( A \) be a set. We shall say that \( A \) is ordered if there is a relation \( R \) on \( A \) and \( A \) satisfying the following properties

1. If \( a \in A \) and \( b \in A \) then one and only one of the following holds:
   \( (a, b) \in R \) or \( (b, a) \in R \) or \( a = b \).

2. If \( a, b, c \) are elements of \( A \) and \( (a, b) \in R \) and \( (b, c) \in R \) then \( (a, c) \in R \).

We call the relation \( R \) an order on \( A \).

Rather than write an ordering relation as \( (a, b) \in R \) it is usually more convenient to write it as \( a < b \). The notation \( b > a \) means the same thing as \( a < b \).

**Example 2.14**

The integers \( \mathbb{Z} \) form an ordered set with the usual ordering \(<\). We can make this ordering precise by saying that \( x < y \) if \( y - x \) is a positive integer. For instance,

\[ 6 < 8 \text{ because } 8 - 6 = 2 > 0. \]

Likewise,

\[ -5 < -1 \text{ because } -1 - (-5) = 4 > 0. \]

Observe that the same ordering works on the rational numbers.

If \( A \) is an ordered set and \( a, b \) are elements then we often write \( a \leq b \) to mean that either \( a = b \) or \( a < b \).

When a field has an ordering which is compatible with the field operations then a richer structure results:
Definition 2.3 A field $F$ is called an **ordered field** if $F$ has an ordering $<$ that satisfies the following addition properties:

1. If $x, y, z \in F$ and $y < z$ then $x + y < x + z$.
2. If $x, y \in F$, $x > 0$, and $y > 0$ then $x \cdot y > 0$.

Again, these are familiar properties of the rational numbers: $\mathbb{Q}$ forms an ordered field. But there are many other ordered fields as well (for instance, the real numbers $\mathbb{R}$ form an ordered field).

Theorem 2.4 Any ordered field has the following properties:

1. If $x > 0$ and $z < y$ then $x \cdot z < x \cdot y$.
2. If $x < 0$ and $z < y$ then $x \cdot z > x \cdot y$.
3. If $x > 0$ then $-x < 0$. If $x < 0$ then $-x > 0$.
4. If $0 < y < x$ then $0 < 1/y < 1/x$.
5. If $x \neq 0$ then $x^2 > 0$.
6. If $0 < x < y$ then $x^2 < y^2$.

Proof: Again we prove just a few of these statements and leave the rest as exercises.

To prove (1), observe that the property (1) of ordered fields together with our hypothesis implies that

$(-z) + z < (-z) + y$.

Thus, using (A2), we see that $y - z > 0$. Since $x > 0$, property (2) of ordered fields gives

$x \cdot (y - z) > 0$.

Finally,

$x \cdot y = x \cdot [(y - z) + z] = x \cdot (y - z) + x \cdot z > 0 + x \cdot z$

(by property (1) again). In conclusion,

$x \cdot y > x \cdot z$.

To prove (3), begin with the equation

$0 = -x + x$. 
Since $x > 0$, the right side is greater than $-x$. Thus $0 > -x$ as claimed. The proof of the other statement of (3) is similar.

To prove (5), we consider two cases. If $x > 0$ then $x^2 = x \cdot x$ is positive by property (2) of ordered fields. If $x < 0$ then $-x > 0$ (by part (3) of the present theorem, which we just proved) hence $(-x) \cdot (-x) > 0$. But part (10) of the last theorem guarantees that $(-x) \cdot (-x) = x \cdot x$ hence we see that $x \cdot x > 0$.

We conclude this section by recording an inadequacy of the field of rational numbers; this will serve in part as motivation for learning about the real numbers in the next section:

**Theorem 2.5**

There is no positive rational number $q$ such that $q^2 = q \cdot q = 2$.

**Proof:** Seeking a contradiction, suppose that there is such a $q$. Write $q$ in lowest terms as

$$q = \frac{a}{b},$$

with $a$ and $b$ greater than zero. This means that the numbers $a$ and $b$ have no common divisors except 1. The equation $q^2 = 2$ can then be written as

$$a^2 = 2 \cdot b^2.$$

Since 2 divides the right side of this last equation, it follows that 2 divides the left side. But 2 can divide $a^2$ only if 2 divides $a$ (because 2 is prime). We write $a = 2 \cdot \alpha$ for some positive integer $\alpha$. But then the last equation becomes

$$4 \cdot \alpha^2 = 2 \cdot b^2.$$  

Simplifying yields that

$$2 \cdot \alpha^2 = b^2.$$

Since 2 divides the left side, we conclude that 2 must divide the right side. But 2 can divide $b^2$ only if 2 divides $b$.

This is our contradiction: we have argued that 2 divides $a$ *and* that 2 divides $b$. But $a$ and $b$ were assumed to have no common divisors. We conclude that the rational number $q$ cannot exist.

In fact it turns out that a positive integer can be the square of a rational number if and only if it is the square of a positive integer. This assertion is explored in Exercise 36. It is a special case of a more general phenomenon in number theory known as Gauss’s lemma.
2.5 The Real Numbers

Now that we are accustomed to the notion of equivalence classes, the construction of the integers and of the rational numbers seems fairly natural. In fact equivalence classes provide a precise language for declaring certain objects to be equal or equivalent. We can now use the integers and the rationals as we always have done, with the added confidence that they are not simply a useful notation but that they have been constructed.

We turn next to the real numbers. We know from calculus that for many purposes the rational numbers are inadequate. It is important to work in a number system which is closed with respect to the operations we shall perform. This includes limiting operations. While the rationals are closed under the usual arithmetic operations, they are not closed under the mathematical operation of taking limits. For instance, the sequence of rational numbers 3, 3.1, 3.14, 3.141, ... consists of terms that seem to be getting closer and closer together, seem to tend to some limit, and yet there is no rational number which will serve as a limit (of course it turns out that the limit is $\pi$—an "irrational" number).

We will now deal with the real number system, a system which contains all limits of sequences of rational numbers (as well as all limits of sequences of real numbers!). In fact our plan will be as follows: in this section we shall discuss all the requisite properties of the reals. The actual construction of the reals is rather complicated, and we shall put that in an Appendix to this chapter.

Definition 2.4 Let $A$ be an ordered set and $X$ a subset of $A$. The set $X$ is called bounded above if there is an element $b \in A$ such that $x < b$ for all $x \in X$. We call the element $b$ an upper bound for the set $X$.

Example 2.15
Let $A = \mathbb{Q}$ with the usual ordering. The set $X = \{x \in \mathbb{Q} : 2 < x < 4\}$ is bounded above. For example 15 is an upper bound for $X$. So are the numbers 12 and 4. It is interesting to observe that no element of this particular $X$ can actually be an upper bound for $X$. The number 4 is a good candidate, but 4 is not an element of $X$. In fact if $b \in X$ then $(b + 4)/2 \in X$ and $b < (b + 4)/2$, so $b$ could not be an upper bound for $X$. □

It turns out that the most convenient way to formulate the notion that the real numbers have "no holes" (i.e. that all sequences which seem to be converging actually have something to converge to) is in terms of upper bounds.
Definition 2.5  Let $A$ be an ordered set and $X$ a subset of $A$. An element $b \in A$ is called a least upper bound (or supremum) for $X$ if $b$ is an upper bound for $X$ and there is no upper bound $b'$ for $X$ which is less than $b$.

By its very definition, if a least upper bound exists then it is unique.

Example 2.16

In the last example, we considered the set $X$ of rational numbers strictly between 2 and 4. We observed there that 4 is the least upper bound for $X$. Note that this least upper bound is not an element of the set $X$.

The set $Y = \{y \in \mathbb{Z} : -9 \leq y \leq 7\}$ has least upper bound 7. In this case, the least upper bound is an element of the set $Y$. □

Notice that we may define a lower bound for a subset of an ordered set in a fashion similar to that for an upper bound: $\ell \in A$ is a lower bound for $X \subseteq A$ if $\ell \leq x$ for all $x \in X$. A greatest lower bound (or infimum) for $X$ is then defined to be a lower bound $\ell$ such that there is no lower bound $\ell'$ with $\ell' > \ell$.

Example 2.17

The set $X$ in the last two examples has lower bounds $-20, 0, 1, 2$, for instance. The greatest lower bound is 2, which is not an element of the set.

The set $Y$ in the last example has lower bounds—among others—given by $-53, -22, -10, -9$. The number $-9$ is the greatest lower bound. It is an element of $Y$. □

The purpose that the real numbers will serve for us is as follows: they will contain the rationals, they will still be an ordered field, and every subset which has an upper bound will have a least upper bound. We formulate this result as a theorem.

Theorem 2.6

There exists an ordered field $\mathbb{R}$ which (i) contains $\mathbb{Q}$ and (ii) has the property that any nonempty subset of $\mathbb{R}$ which has an upper bound has a least upper bound (in the number system $\mathbb{R}$).

The last property described in this theorem is called the Least Upper Bound Property of the real numbers. As mentioned previously, this theorem will be proved in the Appendix to the chapter. Now we begin
to realize why it is so important to construct the number systems that we will use. We are endowing \( \mathbb{R} \) with a great many properties. Why do we have any right to suppose that there exists a set with all these properties? We must produce one! We do so in the Appendix to this chapter.

Let us begin to explore the richness of the real numbers. The next theorem states a property which is certainly not shared by the rationals (see Theorem 2.5). It is fundamental in its importance.

**Theorem 2.7**

*Let \( x \) be a real number such that \( x > 0 \). Then there is a positive real number \( y \) such that \( y^2 = y \cdot y = x \).*

**Proof:** We will use throughout this proof the fact (see Part (6) of Theorem 2.4) that if \( 0 < a < b \) then \( a^2 < b^2 \).

Let

\[
S = \{ s \in \mathbb{R} : s > 0 \text{ and } s^2 < x \}.
\]

Then \( S \) is not empty since \( x/2 \in S \) if \( x < 2 \) and \( 1 \in S \) otherwise. Also \( S \) is bounded above since \( x + 1 \) is an upper bound for \( S \). By Theorem 2.6, the set \( S \) has a least upper bound. Call it \( y \). Obviously \( 0 < \min\{x/2, 1\} < y \) hence \( y \) is positive. We claim that \( y^2 = x \). To see this, we eliminate the other two possibilities.

If \( y^2 < x \) then set \( \epsilon = (x - y^2)/[4(x + 1)] \). Then \( \epsilon > 0 \) and

\[
(y + \epsilon)^2 = y^2 + 2 \cdot y \cdot \epsilon + \epsilon^2
\]

\[
= y^2 + 2 \cdot y \cdot \frac{x - y^2}{4(x + 1)} + \frac{x - y^2}{4(x + 1)} \cdot \frac{x - y^2}{4(x + 1)}
\]

\[
< y^2 + 2 \cdot y \cdot \frac{x - y^2}{4y} + \frac{x - y^2}{4(x + 1)} \cdot \frac{x - y^2}{4(x + 1)}
\]

\[
< y^2 + \frac{x - y^2}{2} + \frac{x - y^2}{4} \cdot \frac{x}{4x}
\]

\[
< y^2 + (x - y^2)
\]

\[
= x.
\]

Thus \( y + \epsilon \in S \), and \( y \) cannot be an upper bound for \( S \). This contradiction tells us that \( y^2 \neq x \).

Similarly, if it were the case that \( y^2 > x \) then we set \( \epsilon = (y^2 - x)/[4(x + 1)] \). A calculation like the one we just did (see Exercise 27) then shows that \( (y - \epsilon)^2 \geq x \). Hence \( y - \epsilon \) is also an upper bound for \( S \), and \( y \) is therefore not the *least* upper bound. This contradiction shows that \( y^2 \neq x \).
The only remaining possibility is that \( y^2 = x \). 

A similar proof shows that if \( n \) is a positive integer and \( x \) a positive real number then there is a positive real number \( y \) such that \( y^n = x \). Exercise 35 asks you to provide the details.

We next use the Least Upper Bound Property of the Real Numbers to establish two important qualitative properties of the Real Numbers:

**Theorem 2.8**

The set \( \mathbb{R} \) of real numbers satisfies the Archimedean Property:

Let \( a \) and \( b \) be positive real numbers. Then there is a natural number \( n \) such that \( na > b \).

The set \( \mathbb{Q} \) of rational numbers satisfies the following Density Property:

Let \( c < d \) be real numbers. Then there is a rational number \( q \) with \( c < q < d \).

**Proof:** Suppose the Archimedean Property to be false. Then \( S = \{ na : n \in \mathbb{N} \} \) has \( b \) as an upper bound. Therefore \( S \) has a finite supremum \( \beta \). Since \( a > 0 \), it follows that \( \beta - a < \beta \). So \( \beta - a \) is not an upper bound for \( S \), and there must be a natural number \( n' \) such that \( n' \cdot a > \beta - a \). But then \( (n' + 1)a > \beta \), and \( \beta \) cannot be the supremum for \( S \). This contradiction proves the first assertion.

For the second property, let \( \lambda = d - c > 0 \). By the Archimedean Property, choose a positive integer \( N \) such that \( N \cdot \lambda > 1 \). Again the Archimedean Property gives a natural number \( P \) such that \( P > N \cdot c \) and another \( Q \) such that \( Q > -N \cdot c \). Thus we see that \( Nc \) falls between the integers \(-Q \) and \( P \); therefore there must be an integer \( M \) between \(-Q \) and \( P \) such that

\[
M - 1 \leq Nc \leq M.
\]

Thus \( c < M/N \). Also

\[
M \leq Nc + 1 \quad \text{hence} \quad \frac{M}{N} \leq c + \frac{1}{N} < c + \lambda = d.
\]

So \( M/N \) is a rational number lying between \( c \) and \( d \). 

Recall that in Example 1.44 in Section 1.8 we established that the set of all decimal representations of numbers is uncountable. It follows that the set of all real numbers is uncountable. In fact the same proof shows that the set of all real numbers in the interval \((0, 1)\), or in any nonempty open interval \((c, d)\), is uncountable.
The set \( \mathbb{R} \) of real numbers is uncountable, yet the set \( \mathbb{Q} \) of rational numbers is countable. It follows that the set \( \mathbb{R} \setminus \mathbb{Q} \) of irrational numbers is uncountable. In particular, it is nonempty. Thus we may see with very little effort that there exist a great many real numbers which cannot be expressed as a quotient of integers. However, it can be quite difficult to see whether any particular real number (such as \( \pi \) or \( e \) or \( \sqrt{2} \)) is irrational.

We conclude by recalling the "absolute value" notation:

**Definition 2.6** Let \( x \) be a real number. We define

\[
|x| = \begin{cases} 
  x & \text{if } x > 0 \\
  0 & \text{if } x = 0 \\
  -x & \text{if } x < 0 
\end{cases}
\]

It is left as an exercise for you to verify the important triangle inequality:

\[
|x + y| \leq |x| + |y|.
\]

[Do this by dividing into cases: (i) \( x > 0 \) and \( y > 0 \), (ii) \( x > 0 \) and \( y < 0 \), (iii) \( x < 0 \) and \( y > 0 \), etc.]

### 2.6 The Complex Numbers

When we first learn about the complex numbers, the most troublesome point is the very beginning: “Let’s pretend that the number \(-1\) has a square root. Call it \( i \).” What gives us the right to “pretend” in this fashion? The answer is that we have no such right.\(^1\) If \(-1\) has a square root, then we should be able to construct a number system in which that is the case. That is what we shall do in this section.

**Definition 2.7** The system of complex numbers, denoted by the symbol \( \mathbb{C} \), consists of all ordered pairs \((a, b)\) of real numbers. We add two complex numbers \((a, b)\) and \((a', b')\) by the formula

\[
(a, b) + (a', b') = (a + a', b + b').
\]

We multiply two complex numbers by the formula

\[
(a, b) \cdot (a', b') = (a \cdot a' - b \cdot b', a \cdot b' + b \cdot a').
\]

\(^1\)One of the reasons, historically, that mathematicians had trouble accepting the complex numbers is that they did not believe that they really existed. This is, in part, how they came to be called “imaginary.” Mathematicians had similar trouble accepting negative numbers; for a time, negative numbers were called “forbidden.”
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REMARK 2.6 If you are puzzled by this definition of multiplication, do not worry. In a few moments you will see that it gives rise to the notion of multiplication of complex numbers that you are accustomed to. Perhaps more importantly, a naive rule for multiplication like \((a, b) \cdot (\tilde{a}, \tilde{b}) = (a\tilde{a}, b\tilde{b})\) gives rise to nonsense like \((1, 0) \cdot (0, 1) = (0, 0)\). It is really necessary for us to use the initially counterintuitive definition of multiplication that is presented here.

Example 2.18

Let \(z = (3, -2)\) and \(w = (4, 7)\) be two complex numbers. Then

\[
z + w = (3, -2) + (4, 7) = (3 + 4, -2 + 7) = (7, 5).
\]

Also

\[
z \cdot w = (3, -2) \cdot (4, 7) = (3 \cdot 4 - (-2) \cdot 7, 3 \cdot 7 + 4 \cdot (-2)) = (26, 13).
\]

As usual, we ought to check that addition and multiplication are commutative, associative, that multiplication distributes over addition, and so forth. We shall leave these tasks to the exercises. Instead we develop some of the crucial, and more interesting, properties of our new number system.

Theorem 2.9

The following properties hold for the number system \(\mathbb{C}\).

(a) The number \(1 = (1, 0)\) is the multiplicative identity: \(1 \cdot z = z\) for any \(z \in \mathbb{C}\).

(b) The number \(0 = (0, 0)\) is the additive identity: \(0 + z = z\) for any \(z \in \mathbb{C}\).

(c) Each complex number \(z = (x, y)\) has an additive inverse 
\(-z = (-x, -y)\): it holds that \(z + -z = 0\).

(d) The number \(i = (0, 1)\) satisfies \(i \cdot i = -1\); in other words, \(i\) is a square root of \(-1\).

Proof: These are direct calculations, but it is important for us to work out these facts.

First, let \(z = (x, y)\) be any complex number. Then

\[
1 \cdot z = (1, 0) \cdot (x, y) = (1 \cdot x - 0 \cdot y, 1 \cdot y + x \cdot 0) = (x, y) = z.
\]
This proves the first assertion.
For the second, we have
\[ 0 + z = (0, 0) + (x, y) = (0 + x, 0 + y) = (x, y) = z. \]

With \( z \) as above, set \(-z = (-x, -y)\). Then
\[ z + (-z) = (x, y) + (-x, -y) = (x + (-x), y + (-y)) = (0, 0) = 0. \]

Finally, we calculate
\[ i \cdot i = (0, 1) \cdot (0, 1) = (0 \cdot 0 - 1 \cdot 1, 0 \cdot 1 + 0 \cdot 1) = (-1, 0) = -1. \]
Thus, as asserted, \( i \) is a square root of \(-1\).

**Proposition 2.2**

If \( z \in \mathbb{C}, z \neq 0 \), then there is a complex number \( w \) such that \( z \cdot w = 1 \).

**Proof:** Write \( z = (x, y) \) and set
\[ w = \left( \frac{x}{\sqrt{x^2 + y^2}}, \frac{-y}{\sqrt{x^2 + y^2}} \right). \]

Since \( z \neq 0 \), this definition makes sense. Then it is straightforward to verify that \( z \cdot w = 1 \).

Thus every nonzero complex number has a multiplicative inverse. The other field axioms for \( \mathbb{C} \) are easy to check. We conclude that the number system \( \mathbb{C} \) forms a field. You will prove in the exercises that it is not possible to order this field. If \( \alpha \) is a real number then we associate \( \alpha \) with the complex number \((\alpha, 0)\). Thus we have the natural “embedding”
\[ \mathbb{R} \ni \alpha \mapsto (\alpha, 0) \in \mathbb{C}. \]

In this way, we can think of the real numbers as a subset of the complex numbers. In fact, the real field \( \mathbb{R} \) is a subfield of the complex field \( \mathbb{C} \). This means that if \( \alpha, \beta \in \mathbb{R} \) and \((\alpha, 0), (\beta, 0)\) are the corresponding elements in \( \mathbb{C} \) then \( \alpha + \beta \) corresponds to \((\alpha + \beta, 0)\) and \( \alpha \cdot \beta \) corresponds to \((\alpha, 0) \cdot (\beta, 0)\). These assertions are explored more thoroughly in the exercises.

With the remarks in the preceding paragraph we can sometimes ignore the distinction between the real numbers and the complex numbers. For example, we can write
\[ 5 \cdot i \]
and understand that it means \((5, 0) \cdot (0, 1) = (0, 5)\). Likewise, the expression

\[ 5 \cdot 1 \]

can be interpreted as \(5 \cdot 1 = 5\) or as \((5, 0) \cdot (1, 0) = (5, 0)\) without any danger of ambiguity.

**Theorem 2.10**

*Every complex number can be written in the form \(a + b \cdot i\), where \(a\) and \(b\) are real numbers. In fact, if \(z = (x, y) \in \mathbb{C}\) then*

\[ z = x + y \cdot i. \]

**Proof:** With the identification of real numbers as a subfield of the complex numbers, we have that

\[ x + y \cdot i = (x, 0) + (y, 0) \cdot (0, 1) = (x, 0) + (0, y) = (x, y) = z \]

as claimed. \(\square\)

Now that we have constructed the complex number field, we will adhere to the usual custom of writing complex numbers as \(z = a + b \cdot i\) or, more simply, \(a + bi\). We call \(a\) the *real part* of \(z\), denoted by \(\text{Re} \ z\), and \(b\) the *imaginary part* of \(z\), denoted \(\text{Im} \ z\). We have

\[ (a + bi) + (\tilde{a} + \tilde{b}i) = (a + \tilde{a}) + (b + \tilde{b})i \]

and

\[ (a + bi) \cdot (\tilde{a} + \tilde{b}i) = (a \cdot \tilde{a} - b \cdot \tilde{b}) + (a \cdot \tilde{b} + \tilde{a} \cdot b)i. \]

If \(z = a + bi\) is a complex number then we define its *complex conjugate* to be the number \(\overline{z} = a - bi\). We record some elementary facts about the complex conjugate:

**Proposition 2.3**

*If \(z, w\) are complex numbers then*

1. \(\overline{z + w} = \overline{z} + \overline{w}\);
2. \(\overline{z \cdot w} = \overline{z} \cdot \overline{w}\);
3. \(z + \overline{z} = 2 \cdot \text{Re} z\);
4. \(z - \overline{z} = 2 \cdot i \cdot \text{Im} z\);
5. \(z \cdot \overline{z} \geq 0\), with equality holding if and only if \(z = 0\).
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**Proof:** Write \( z = a + bi, w = c + di \). Then

\[
\frac{z + w}{z + w} = \frac{(a + c) + (b + d)i}{(a + c) - (b + d)i} = (a - bi) + (c - di) = \overline{z} + \overline{w}.
\]

This proves (1). Assertions (2), (3), (4) are proved similarly.

For (5), notice that

\[
z \cdot \overline{z} = (a + bi) \cdot (a - bi) = a^2 + b^2 \geq 0.
\]

Clearly equality holds if and only if \( a = b = 0 \).

The expression \( |z| \) is defined to be the nonnegative square root of \( z \cdot \overline{z} \):

\[
|z| = +\sqrt{z \cdot \overline{z}}.
\]

It is called the *modulus* of \( z \) and plays the same role for the complex field that absolute value plays for the real field. It is the distance of \( z \) to the origin. The modulus has the following properties.

**Proposition 2.4**

If \( z, w \in \mathbb{C} \) then

1. \( |z| = |\overline{z}| \);
2. \( |z \cdot w| = |z| \cdot |w| \);
3. \( |\text{Re} \ z| \leq |z| \), \( |\text{Im} \ z| \leq |z| \);
4. \( |z + w| \leq |z| + |w| \);

**Proof:** Write \( z = a + bi, w = c + di \). Then (1), (2), (3) are immediate. For (4) we calculate that

\[
|z + w|^2 = (z + w) \cdot (\overline{z} + \overline{w}) = z \cdot \overline{z} + z \cdot \overline{w} + w \cdot \overline{z} + w \cdot \overline{w} \leq |z|^2 + 2|z| \cdot |w| + |w|^2 = (|z| + |w|)^2.
\]

Taking square roots proves (4).
Observe that if \( z \) is real then \( z = a + 0i \) and the modulus of \( z \) equals the absolute value of \( a \). Likewise, if \( z = 0 + bi \) is pure imaginary, then the modulus of \( z \) equals the absolute value of \( b \). In particular, the fourth part of the proposition reduces, in the real case, to the triangle inequality

\[
|x + y| \leq |x| + |y|.
\]

**Exercises**

1. Consider the following alternative form of the Principle of Induction: Let \( Q \) be a property which may or may not hold for all of the natural numbers \( \mathbb{N} \). Assume that \( 1 \) has the property \( Q \), and that whenever \( j \) has the property \( Q \) for \( 1 \leq j < n \) then \( n \) has the property \( Q \); then it follows that every natural number \( n \) has the property \( Q \).

   Prove that this form of the induction principle (called *strong induction*) is equivalent to the one discussed in the text.

2. Use induction to derive the fact that the sum of the squares of the first \( n \) natural numbers is equal to

\[
\frac{2n^3 + 3n^2 + n}{6}.
\]

3. Use induction to establish a formula for the sum of the cubes of the first \( n \) natural numbers.

4. Use induction to show that if \( S \) is a set with \( N \) elements then the number of subsets of \( S \) is \( 2^N \). (*Hint*: Do not forget the empty set!)

5. Use induction to show that the sum of the first \( m \) positive even integers is equal to \( m \cdot (m + 1) \).

6. Consider finitely many circles in the plane, possibly of different radii, and intersecting each other. These curves separate the plane into finitely many different regions.

   Prove, using induction, that these regions can always be colored red, blue or yellow, so that no two regions sharing a nontrivial common boundary curve will be the same color.

7. Let \( S = \{a, b, c\} \). List all possible equivalence relations on the set \( S \).

*8. The Well Ordering Principle, as applied to the natural numbers \( \mathbb{N} \), says the following:
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If $S$ is a nonempty subset of $\mathbb{N}$ then $S$ has a least element.

Here $s \in S$ is said to be a least element if for any $x \in S$ it holds that $s \leq x$.

Assume that the natural numbers satisfy the Well Ordering Principle (this is in fact true, but further explanation requires more set theory and logic than we can cover here). If $S \subseteq \mathbb{N}$ then prove that the least element of $S$ is unique.

Show that the Well Ordering Principle implies the Induction Principle. (Hint: Assume the hypotheses of the Induction Principle. If it is not the case that $Q(x)$ is true for all $x \in \mathbb{N}$ then let $S$ be the set of $x$ for which $Q(x)$ is false. By Well Ordering, $S$ has a least element $S$. This leads to a contradiction.)

9. Here is an old problem which can be found in many puzzle books:
You are given nine pearls. All of these pearls except one have the same weight. Using just a balance scale, find the odd pearl in just three weighings.

You might try your hand at this for fun. Now here is a bogus proof that you can find the odd pearl among any finite number of pearls in just three weighings:

- If there are $n = 1$ pearls then the problem is trivial.
- Assume that the problem has been solved for $n$ pearls.
- To solve the problem for $n + 1$ pearls, remove one pearl and put it in your pocket. Since you have solved the problem for $n$ pearls, you can apply this solution to the remaining $n$ pearls. If it works and you find the odd pearl, you are done. If not, the odd pearl is the one that you placed in your pocket.

What is wrong with this reasoning? (Hint: The error here is quite different from the one in the third example in the text.)

10. Let $f$ be a function with domain the reals and range the reals. Assume that $f$ has a local minimum at each point $x$ in its domain. (This means that for each $x \in \mathbb{R}$ there is an $\epsilon > 0$ such that whenever $|x - t| < \epsilon$ then $f(x) \leq f(t)$). Do not assume that $f$ is differentiable, or continuous, or anything nice like that. Prove that the image of $f$ is countable. (Hint: When I solved this problem as a student my solution was ten pages long; however there is a one-line solution due to Michael Spivak.)

11. Let $S$ be the set of all living people. Tell which of the following are equivalence relations on $S$. Give detailed reasons for your answers.
• $x$ is related to $y$ if $x$ and $y$ are siblings
• $x$ is related to $y$ if $y$ is presently a spouse of $x$
• $x$ is related to $y$ if $y$ has at one time or another been a spouse of $x$
• $x$ is related to $y$ if $y$ is a parent of $x$
• $x$ is related to $y$ if $y$ is a child of $x$

12. Let $S$ be the set of all integers. Say that $x$ is related to $y$ if $3$ divides $y - x$. Is this an equivalence relation on $S$? What if $3$ is replaced by some other nonzero integer $n$?

13. Let $S$ be the collection of all polynomials with real coefficients. Say that $p$ is related to $q$ if the number $0$ is a root of $p - q$. Is this an equivalence relation on $S$?

14. Let $S$ be the set of all subsets of the real numbers. Say that $X \in S$ is related to $Y \in S$ if $\text{card}(X) = \text{card}(Y)$. Is this an equivalence relation on $S$?

15. Let $S$ be the set of all pairs of real numbers $(x, y)$ with $y \neq 0$. Declare two pairs $(x, y)$ and $(x', y')$ to be related if $x \cdot y' = x' \cdot y$. Let the set of all equivalence classes be called $R$. Emulating the construction of the rational numbers, define notions of addition and multiplication on $R$. Set up a natural bijection between $\mathbb{R}$ and $R$ which respects the operations of multiplication and addition.

What conclusion do you draw from this exercise?

16. Perform Exercise 15 with $\mathbb{R}$ replaced by the complex numbers.

17. Imitate the proof of the unambiguity of addition in the integers to establish the unambiguity of subtraction and multiplication.

18. Let $x = [(a, b)]$ be an integer. Define $|x|$ to be $b - a$ if $b > a, a - b$ if $a > b$, and $0$ otherwise. Prove that this definition is unambiguous. Prove that if $x$ and $y$ are integers and $|x| > |y|$ then there is no nonzero integer $z$ such that $x \cdot z = y$.

19. Take the commutativity and associativity of addition and multiplication in the natural number system for granted. That is, if $x, y, z \in \mathbb{N}$ then $x + y = y + x, x \cdot y = y \cdot x, x + (y + z) = (x + y) + z, x \cdot (y \cdot z) = (x \cdot y) \cdot z, x \cdot (y + z) = x \cdot y + x \cdot z$. Prove corresponding properties for addition and multiplication of integers.

20. Prove that addition of rational numbers is unambiguous.

21. Prove the parts of Theorem 2.3 which were not proved in the text.
22. Prove parts (2), (4), and (6) of Theorem 2.4.

23. Let $A$ be a set of real numbers that is bounded above and set $\alpha = \sup A$. Let $B = \{-a : a \in A\}$. Prove that $\inf B = -\alpha$. Prove the same result with the roles of infimum and supremum reversed.

24. Taking the commutative, associative, and distributive laws for the real number system for granted, establish these laws for the complex numbers.

25. Consider the function $\phi : \mathbb{R} \to \mathbb{C}$ given by $\phi(x) = x + i \cdot 0$. Prove that $\phi$ respects addition and multiplication in the sense that $\phi(x + x') = \phi(x) + \phi(x')$ and $\phi(x \cdot x') = \phi(x) \cdot \phi(x')$.

26. If $z, w \in \mathbb{C}$ then prove that $\overline{z/w} = \overline{z}/\overline{w}$.

27. Complete the calculation in the proof of Theorem 2.7.

28. Prove that the set of all complex numbers is uncountable.

29. Prove that the set of all complex numbers with rational real part is uncountable.

30. Prove that the set of all complex numbers with both real and imaginary parts rational is countable.

31. Prove that the set $\{z \in \mathbb{C} : |z| = 1\}$ is uncountable.

32. Prove that the field of complex numbers cannot be made into an ordered field. (Hint: Since $i \neq 0$ then either $i > 0$ or $i < 0$. Both lead to a contradiction.)

* 33. Let $\lambda$ be a positive irrational real number. If $n$ is a positive integer, choose by the Archimedean Property an integer $k$ such that $k\lambda \leq n < (k + 1)\lambda$. Let $\varphi(n) = n - k\lambda$. Prove that the set of all $\varphi(n)$ is dense in the interval $[0, \lambda]$. (Hint: Examine the proof of the density of the rationals in the reals.)

34. Prove the last statement of Section 5 without using results from later in the chapter.

* 35. Let $n$ be a natural number and $x$ a positive real number. Prove that there is a positive real number $y$ such that $y^n = x$. Is $y$ unique?

36. Prove that if $n$ is a positive integer that is the square of a rational number then in fact it is the square of an integer.
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There are several techniques for constructing the real number system \( \mathbb{R} \) from the rational numbers system \( \mathbb{Q} \). We use the method of Dedekind (Julius W. R. Dedekind, 1831-1916) cuts because it uses a minimum of new ideas and is fairly brief.

**Definition 2.8** A cut is a subset \( C \) of \( \mathbb{Q} \) with the following properties:

- \( C \neq \emptyset \)
- If \( s \in C \) and \( t < s \) then \( t \in C \)
- If \( s \in C \) then there is a \( u \in C \) such that \( u > s \)
- There is a rational number \( x \) such that \( c < x \) for all \( c \in C \)

You should think of a cut \( C \) as the set of all rational numbers to the left of some point in the real line. Since we have not constructed the real line yet, we cannot define a cut in that simple way; we have to make the construction more indirect. But if you consider the three properties of a cut, they describe a set that looks like a "rational half-line."

Notice that if \( C \) is a cut and \( s \notin C \) then any rational \( t > s \) is also not in \( C \). Also, if \( r \in C \) and \( s \notin C \) then it must be that \( s > r \).

**Definition 2.9** If \( C \) and \( D \) are cuts then we say that \( C < D \) provided that \( C \) is a subset of \( D \) but \( C \neq D \).

Check for yourself that "<" is an ordering on the set of all cuts.

Now we introduce operations of addition and multiplication which will turn the set of all cuts into a field.

**Definition 2.10** If \( C \) and \( D \) are cuts then we define

\[ C + D = \{ c + d : c \in C, d \in D \}. \]

We define the cut \( \hat{0} \) to be the set of all negative rationals.

The cut \( \hat{0} \) will play the role of the additive identity. We are now required to check that field axioms A1-A5 hold.

For A1, we need to see that \( C + D \) is a cut. Obviously \( C + D \) is not empty. If \( s \) is an element of \( C + D \) and \( t \) is a rational number less than \( s \), write \( s = c + d \), where \( c \in C \) and \( d \in D \). Then \( t - c < s - c = d \in D \) so \( t - c \in D \); and \( c \in C \). Hence \( t = c + (t - c) \in C + D \). A similar argument shows that there is an \( r > s \) such that \( r \in C + D \). Finally, if
x is a rational upper bound for C and y is a rational upper bound for D,
then x + y is a rational upper bound for C + D. We conclude that C + D
is a cut.

Since addition of rational numbers is commutative, it follows imme-
diately that addition of cuts is commutative. Associativity follows in a
similar fashion.

Now we show that if C is a cut then C + ⌈0⌉ = C. For if c ∈ C and
z ∈ ⌈0⌉ then c + z < c + 0 = c hence C + ⌈0⌉ ⊆ C. Also, if c′ ∈ C then
choose a d′ ∈ C such that c′ < d′. Then c′ - d′ < 0 so c′ - d′ ∈ ⌈0⌉. And
c′ = d′ + (c′ - d′). Hence C ⊆ C + ⌈0⌉. We conclude that C + ⌈0⌉ = C.

Finally, for Axiom A5, we let C be a cut and set −C to be equal to
{d ∈ Q : c + d < 0 for all c ∈ C}. If x is a rational upper bound for C
and c ∈ C then −x ∈ −C so −C is not empty. By its very definition,
C + (−C) ⊆ ⌈0⌉. Further, if z ∈ ⌈0⌉ and c ∈ C we set c′ = z − c. Then c′ ∈ −C
and z = c + c′. Hence ⌈0⌉ ⊆ C + (−C). We conclude that C + (−C) = ⌈0⌉.

Having verified the axioms for addition, we turn now to multipli-
cation.

Definition 2.11 If C and D are cuts then we define the product C · D
as follows:

- If C, D > ⌈0⌉ then C · D = \{q ∈ Q : q < c · d for some c ∈ C, d ∈ D
  with c > 0, d > 0 \}
- If C > ⌈0⌉, D < ⌈0⌉ then C · D = −(C · (−D))
- If C < ⌈0⌉, D > ⌈0⌉ then C · D = −((−C) · D)
- If C, D < ⌈0⌉ then C · D = (−C) · (−D)
- If either C = ⌈0⌉ or D = ⌈0⌉ then C · D = ⌈0⌉.

Notice that, for convenience, we have defined multiplication of neg-
ative numbers just as we did in high school. The reason is that the
definition that we use for the product of two positive numbers cannot
work when one of the two factors is negative (exercise).

It is now a routine exercise to verify that the set of all cuts, with this
definition of multiplication, satisfies field axioms M1-M5. The proofs
follow those for A1-A5 rather closely.

For the distributive property, one first checks the case when all the
cuts are positive, reducing it to the distributive property for the ration-
als. Then one handles negative cuts on a case by case basis.

We now know that the collection of all cuts forms an ordered field.
Denote this field by the symbol R. We next verify the crucial property
of R that sets it apart from Q:
Theorem 2.11
The ordered field $\mathbb{R}$ satisfies the least upper bound property.

Proof: Let $S$ be a subset of $\mathbb{R}$ which is bounded above. Define

$$S^* = \bigcup_{C \in S} C.$$

Then $S^*$ is clearly nonempty, and it is therefore a cut since it is a union of cuts. It is also clearly an upper bound for $S$ since it contains each element of $S$. It remains to check that $S^*$ is the least upper bound for $S$.

In fact if $T < S^*$ then $T \subseteq S^*$ and there is a rational number $q$ in $S^* \setminus T$. But, by the definition of $S^*$, it must be that $q \in C$ for some $C \in S$. So $C > T$, and $T$ cannot be an upper bound for $S$. Therefore $S^*$ is the least upper bound for $S$, as desired.

We have shown that $\mathbb{R}$ is an ordered field which satisfies the least upper bound property. It remains to show that $\mathbb{R}$ contains (a copy of) $\mathbb{Q}$ in a natural way. In fact, if $q \in \mathbb{Q}$ we associate to it the element $\varphi(q) = C_q \equiv \{x \in \mathbb{Q} : x < q\}$. Then $C_q$ is obviously a cut. It is also routine to check that

$$\varphi(q + q') = \varphi(q) + \varphi(q') \quad \text{and} \quad \varphi(q \cdot q') = \varphi(q) \cdot \varphi(q').$$

Therefore we see that $\varphi$ represents $\mathbb{Q}$ as a subfield of $\mathbb{R}$. 


Chapter 3

Sequences

3.1 Convergence of Sequences

A sequence of real numbers is a function \( \varphi : \mathbb{N} \rightarrow \mathbb{R} \). We often write the sequence as \( \varphi(1), \varphi(2), \ldots \) or, more simply, as \( \varphi_1, \varphi_2, \ldots \). A sequence of complex numbers is defined similarly, with \( \mathbb{R} \) replaced by \( \mathbb{C} \).

Example 3.1

The function \( \varphi(j) = 1/j \) is a sequence of real numbers. We will often write such a sequence as \( \varphi_j = 1/j \) or as \( \{1, 1/2, 1/3, \ldots\} \) or as \( \{1/j\}_{j=1}^{\infty} \).

The function \( \psi(j) = \cos j + i \sin j \) is a sequence of complex numbers.

Do not be misled into thinking that a sequence must form a pattern, or be given by a formula. Obviously the ones which are given by formulas are easy to write down, but they are certainly not typical. For example, the coefficients in the decimal expansion of \( \pi \), \( \{3, 1, 4, 1, 5, 9, 2, 6, 5, \ldots\} \), fit our definition of sequence—but they are not given by any obvious pattern. □

The most important question about a sequence is whether it converges. We define this notion as follows.

Definition 3.1 A sequence \( \{a_j\} \) of real (resp. complex) numbers is said to converge to a real (resp. complex) number \( \alpha \) if, for each \( \epsilon > 0 \), there is an integer \( N > 0 \) such that if \( j > N \) then \( |a_j - \alpha| < \epsilon \). We call \( \alpha \) the limit of the sequence \( \{a_j\} \). We sometimes write \( a_j \rightarrow \alpha \).

If a sequence \( \{a_j\} \) does not converge then we frequently say that it diverges.
Example 3.2

Let \( a_j = \frac{1}{j}, j = 1, 2, \ldots \). Then the sequence converges to 0. For let \( \epsilon > 0 \). Choose \( N \) to be the next integer after \( 1/\epsilon \) (we use here the Archimedean principle). If \( j > N \) then

\[
|a_j - 0| = |a_j| = \frac{1}{j} < \frac{1}{N} < \epsilon,
\]

proving the claim.

Let \( b_j = (-1)^j, j = 1, 2, \ldots \). Then the sequence \textit{does not converge}. To prove this assertion, suppose to the contrary that it does. Say that the sequence converges to a number \( \alpha \). Let \( \epsilon = 1/2 \). By definition of convergence, there is an integer \( N > 0 \) such that if \( j > N \) then \(|b_j - \alpha| < \epsilon = 1/2\). For such \( j \) we have

\[
|b_j - b_{j+1}| \leq |b_j - \alpha| + |\alpha - b_{j+1}|
\]

(by the triangle inequality—Proposition 2.4). But this last is

\[
< \epsilon + \epsilon = 1.
\]

On the other hand,

\[
|b_j - b_{j+1}| = |(-1)^j - (-1)^{j+1}| = 2.
\]

The last two lines yield that \( 2 < 1 \), a clear contradiction. So the sequence \( \{b_j\} \) has no limit. \( \square \)

We begin with a few intuitively appealing properties of convergent sequences which will be needed later. First, a definition.

\textbf{Definition 3.2} A sequence \( a_j \) is said to be \textit{bounded} if there is a number \( M > 0 \) such that \( |a_j| \leq M \) for every \( j \).

Now we have

\textbf{Proposition 3.1} Let \( \{a_j\} \) be a convergent sequence. Then we have

\begin{itemize}
  \item The limit of the sequence is unique.
  \item The sequence is bounded.
\end{itemize}

\textbf{Proof}: Suppose that the sequence has two limits \( \alpha \) and \( \bar{\alpha} \). Let \( \epsilon > 0 \). Then there is an integer \( N > 0 \) such that for \( j \geq N \) we have the inequality \( |a_j - \alpha| < \epsilon \). Likewise, there is an integer \( \bar{N} > 0 \) such that for
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Let $j > N$ we have $|a_j - \alpha| < \epsilon$. Let $N_0 = \max\{N, \tilde{N}\}$. Then, for $j > N_0$, we have

$$|\alpha - \tilde{\alpha}| \leq |\alpha - a_j| + |a_j - \tilde{\alpha}| < \epsilon + \epsilon = 2\epsilon.$$ 

Since this inequality holds for any $\epsilon > 0$ we have that $\alpha = \tilde{\alpha}$.

Next, with $\alpha$ the limit of the sequence and $\epsilon = 1$, we choose an integer $N > 0$ such that $j > N$ implies that $|a_j - \alpha| < \epsilon = 1$. For such $j$ we have that

$$|a_j| \leq |a_j - \alpha| + |\alpha| < 1 + |\alpha| = P.$$ 

Let $Q = \max\{|a_1|, |a_2|, \ldots, |a_N|\}$. If $j$ is any natural number then either $1 \leq j \leq N$ (in which case $|a_j| \leq Q$) or else $j > N$ (in which case $|a_j| \leq P$). Set $M = \max\{P, Q\}$. Then $|a_j| \leq M$ for all $j$, as desired. So the sequence is bounded.

The next proposition records some elementary properties of limits of sequences.

**Proposition 3.2**

Let $\{a_j\}$ be a sequence of real or complex numbers with limit $\alpha$ and $\{b_j\}$ be a sequence of real or complex numbers with limit $\beta$. Then we have

1. If $c$ is a constant then the sequence $\{c \cdot a_j\}$ converges to $c \cdot \alpha$;
2. The sequence $\{a_j + b_j\}$ converges to $\alpha + \beta$;
3. The sequence $a_j \cdot b_j$ converges to $\alpha \cdot \beta$;
4. If $b_j \neq 0$ for all $j$ and $\beta \neq 0$ then the sequence $a_j/b_j$ converges to $\alpha/\beta$.

**Proof:** For the first part, we may assume that $c \neq 0$ (for when $c = 0$ there is nothing to prove). Let $\epsilon > 0$. Choose an integer $N > 0$ such that for $j > N$ it holds that

$$|a_j - \alpha| < \frac{\epsilon}{|c|}.$$ 

For such $j$ we have that

$$|c \cdot a_j - c \cdot \alpha| = |c| \cdot |a_j - \alpha| < |c| \cdot \frac{\epsilon}{|c|} = \epsilon.$$ 

This proves the first assertion.
The proof of the second assertion is similar, and we leave it as an exercise.

For the third assertion, notice that the sequence \( \{a_j\} \) is bounded (by the second part of Proposition 3.1): say that \( |a_j| \leq M \) for every \( j \). Let \( \epsilon > 0 \). Choose an integer \( N > 0 \) so that \( |a_j - \alpha| < \epsilon/(2M + 2|\beta|) \) when \( j > N \). Also choose an integer \( \tilde{N} > 0 \) such that \( |b_j - \beta| < \epsilon/(2M + 2|\beta|) \) when \( j > \tilde{N} \). Then, for \( j > \max\{N, \tilde{N}\} \), we have that

\[
|a_j b_j - \alpha \beta| = |a_j (b_j - \beta) + \beta (a_j - \alpha)| \\
\leq |a_j (b_j - \beta)| + |\beta (a_j - \alpha)| \\
< M \cdot \frac{\epsilon}{2M + 2|\beta|} + |\beta| \cdot \frac{\epsilon}{2M + 2|\beta|} \\
\leq \frac{\epsilon}{2} + \frac{\epsilon}{2} \\
= \epsilon.
\]

So the sequence \( \{a_j b_j\} \) converges to \( \alpha \beta \).

Part (4) is proved in a similar fashion and we leave the details as an exercise.

**Remark 3.1** You were probably puzzled by the choice of \( N \) and \( \tilde{N} \) in the proof of part (3) of Proposition 3.2—where did the number \( \epsilon/(2M + 2|\beta|) \) come from? The answer of course becomes obvious when we read on further in the proof. So the lesson here is that a proof is constructed backward: you look to the end of the proof to see what you need to specify earlier on. Skill in these matters can come only with practice.

When discussing the convergence of a sequence, we often find it inconvenient to deal with the definition of convergence as given. For this definition makes reference to the number to which the sequence is supposed to converge, and we often do not know this number in advance. Would it not be useful to be able to decide whether a series converges without knowing to what it converges?

**Definition 3.3** Let \( \{a_j\} \) be a sequence of real (resp. complex) numbers. We say that the sequence satisfies the **Cauchy criterion** (A. L. Cauchy, 1789-1857)—more briefly, that the sequence is **Cauchy**—if for each \( \epsilon > 0 \) there is an integer \( N > 0 \) such that if \( j, k > N \) then \( |a_j - a_k| < \epsilon \).
Notice that the concept of a sequence being Cauchy simply makes precise the notion of the elements of the sequence (i) getting closer together and (ii) staying close together.

**Lemma 3.1**

*Every Cauchy sequence is bounded.*

**Proof:** Let $\epsilon = 1 > 0$. There is an integer $N > 0$ such that $|a_j - a_k| < \epsilon = 1$ whenever $j, k > N$. Thus if $j \geq N + 1$ we have

\[
|a_j| \leq |a_{N+1} + (a_j - a_{N+1})| \leq |a_{N+1}| + |a_j - a_{N+1}| \leq |a_{N+1}| + 1 \equiv K.
\]

Let $L = \max\{|a_1|, |a_2|, \ldots, |a_N|\}$. If $j$ is any natural number, then either $1 \leq j \leq N$, in which case $|a_j| \leq L$, or else $j > N$, in which case $|a_j| \leq K$. Set $M = \max\{K, L\}$. Then, for any $j$, $|a_j| \leq M$ as required. \(\square\)

**Theorem 3.1**

*Let \(\{a_j\}\) be a sequence of real numbers. The sequence is Cauchy if and only if it converges to some limit \(\alpha\).*

**Proof:** First assume that the sequence converges to a limit $\alpha$. Let $\epsilon > 0$. Choose, by definition of convergence, an integer $N > 0$ such that if $j > N$ then $|a_j - \alpha| < \epsilon/2$. If $j, k > N$ then

\[
|a_j - a_k| \leq |a_j - \alpha| + |\alpha - a_k| < \frac{\epsilon}{2} + \frac{\epsilon}{2} = \epsilon.
\]

So the sequence is Cauchy.

Conversely, suppose that the sequence is Cauchy. Define

\[
S = \{x \in \mathbb{R} : x < a_j \text{ for all but finitely many } j\}.
\]

By the lemma, the sequence \(\{a_j\}\) is bounded by some number $M$. If $x$ is a real number less than $-M$ then $x \in S$, so $S$ is nonempty. Also $S$ is bounded above by $M$. Let $\alpha = \sup S$. Then $\alpha$ is a well-defined real number, and we claim that $\alpha$ is the limit of the sequence \(\{a_j\}\).

To see this, let $\epsilon > 0$. Choose an integer $N > 0$ such that $|a_j - a_k| < \epsilon/2$ whenever $j, k > N$. Notice that this last inequality implies that

\[
|a_j - a_{N+1}| < \epsilon/2 \text{ when } j \geq N + 1
\]

hence

\[
a_j > a_{N+1} - \epsilon/2 \text{ when } j \geq N + 1.
\]

(*
Thus $a_{N+1} - \epsilon/2 \in S$ and it follows that
\[ \alpha \geq a_{N+1} - \epsilon/2. \]  (**)

Line (*) also shows that
\[ a_j < a_{N+1} + \epsilon/2 \quad \text{when} \quad j \geq N + 1. \]

Thus $a_{N+1} + \epsilon/2 \notin S$ and
\[ \alpha \leq a_{N+1} + \epsilon/2. \]  (***)

Combining lines (**) and (***) gives
\[ |\alpha - a_{N+1}| \leq \epsilon/2. \]

But then line (*) yields, for $j > N$, that
\[ |\alpha - a_j| \leq |\alpha - a_{N+1}| + |a_{N+1} - a_j| < \epsilon/2 + \epsilon/2 = \epsilon. \]

This proves that the sequence $\{a_j\}$ converges to $\alpha$, as claimed. \(\square\)

**Corollary 3.1**

Let $\{a_j\}$ be a sequence of complex numbers. The sequence is Cauchy if and only if it is convergent.

**Proof:** Write $\alpha_j = a_j + ib_j$, with $a_j, b_j$ real. Then $\{\alpha_j\}$ is Cauchy if and only if $\{a_j\}$ and $\{b_j\}$ are Cauchy. Also $\{\alpha_j\}$ is convergent to a complex limit $\alpha$ if and only if $\{a_j\}$ converges to $\text{Re} \alpha$ and $\{b_j\}$ converges to $\text{Im} \alpha$. These observations, together with the theorem, prove the corollary. \(\square\)

**Definition 3.4**

Let $\{a_j\}$ be a sequence of real numbers. The sequence is said to be **monotone increasing** if $a_1 < a_2 < \ldots$. It is **monotone decreasing** if $a_1 \geq a_2 \geq \ldots$.

The word "monotone" is used here primarily for reasons of tradition. In many contexts the word is redundant and we omit it.

**Proposition 3.3**

If $\{a_j\}$ is a monotone increasing sequence which is bounded above---$a_j \leq M$ for all $j$---then $\{a_j\}$ is convergent. If $\{b_j\}$ is a monotone decreasing sequence which is bounded below---$b_j \geq K > -\infty$ for all $j$---then $\{b_j\}$ is convergent.
Proof: Let $\varepsilon > 0$. Let $\alpha = \sup a_j < \infty$. By definition of supremum there is an integer $N > 0$ such that if $j > N$ then $|a_j - \alpha| < \varepsilon$. Then if $\ell \geq N + 1$ we have $a_j \leq a_\ell \leq \alpha$ hence $|a_\ell - \alpha| < \varepsilon$. Thus the sequence converges to $\alpha$.

The proof for monotonically decreasing sequences is similar and we omit it. 

A proof very similar to that of the proposition gives the following useful fact:

Corollary 3.2
Let $S$ be a set of real numbers which is bounded above and below. Let $\beta$ be its supremum and $\alpha$ its infimum. If $\varepsilon > 0$ then there are $s, t \in S$ such that $|s - \beta| < \varepsilon$ and $|t - \alpha| < \varepsilon$.

Proof: This is a restatement of the proof of the proposition. 

We conclude the section by recording one of the most useful results for calculating the limit of a sequence:

Proposition 3.4 [The Pinching Principle]
Let $\{a_j\}$, $\{b_j\}$, and $\{c_j\}$ be sequences of real numbers satisfying
\[ a_j \leq b_j \leq c_j \]
for every $j$. If
\[ \lim_{j \to \infty} a_j = \lim_{j \to \infty} c_j = \alpha \]
for some real number $\alpha$ then
\[ \lim_{j \to \infty} b_j = \alpha. \]

Proof: This proof is requested of you in the exercises. 

3.2 Subsequences
Let $\{a_j\}$ be a given sequence. If
\[ 0 < j_1 < j_2 < \cdots \]
are positive integers then the function
\[ k \mapsto a_{j_k} \]
is called a subsequence of the given sequence. We usually write the subsequence as
\[ \{a_{j_k}\}_{k=1}^{\infty} \quad \text{or} \quad \{a_{j_k}\}. \]

**Example 3.3**

Consider the sequence \( \{2^j\} = \{2, 4, 8, \ldots\}. \)

Then the sequence \( \{2^{2k}\} = \{4, 16, 64, \ldots\} \)

is a subsequence. Notice that the subsequence contains a subcollection of elements of the original sequence in the same order. In this example, \( j_k = 2k. \)

Another subsequence is \( \{2^{(2^k)}\} = \{4, 16, 256, \ldots\}. \)

In this instance, it holds that \( j_k = 2^k. \) Notice that this new subsequence is in fact a subsequence of the first subsequence. That is, it is a sub-subsequence of the original sequence \( \{2^j\}. \)

**Proposition 3.5**

If \( \{a_j\} \) is a convergent sequence with limit \( a, \) then every subsequence converges to the limit \( a. \)

Conversely, if a sequence \( \{b_j\} \) has the property that each of its subsequences is convergent then \( \{b_j\} \) itself is convergent.

**Proof:** Assume \( \{a_j\} \) is convergent to a limit \( a, \) and let \( \{a_{j_k}\} \) be a subsequence. Let \( \epsilon > 0 \) and choose \( N > 0 \) such that \( |a_j - a| < \epsilon \) whenever \( j > N. \) Now if \( k > N \) then \( j_k > N \) hence \( |a_{j_k} - a| < \epsilon. \) Therefore, by definition, the subsequence \( \{a_{j_k}\} \) also converges to \( a. \)

The converse is trivial, simply because the sequence is a subsequence of itself. \( \square \)

See Exercise 7 for a powerful generalization of the converse direction of this proposition.

Now we present one of the most fundamental theorems of basic real analysis (due to B. Bolzano, 1781-1848, and K. Weierstrass, 1815-1897).

**Theorem 3.2 [Bolzano-Weierstrass]**

Let \( \{a_j\} \) be a bounded sequence in \( \mathbb{R}. \) Then there is a subsequence which converges.
Proof: Say that $|a_j| \leq M$ for every $j$. We may assume that $M \neq 0$.

One of the two intervals $[-M, 0]$ and $[0, M]$ must contain infinitely many elements of the sequence. Say that $[0, M]$ does. Choose $a_{j_1}$ to be one of the infinitely many sequence elements in $[0, M]$.

Next, one of the intervals $[0, M/2]$ and $[M/2, M]$ must contain infinitely many elements of the sequence. Say that it is $[0, M/2]$. Choose an element $a_{j_2}$, with $j_2 > j_1$, from $[0, M/2]$. Continue in this fashion, halving the interval, choosing a half with infinitely many sequence elements, and selecting the next subsequence element from that half.

Let us analyze the resulting subsequence. Notice that $|a_{j_1} - a_{j_2}| \leq M$ since both elements belong to the interval $[0, M]$. Likewise, $|a_{j_2} - a_{j_3}| \leq M/2$ since both elements belong to $[0, M/2]$. In general, $|a_{j_k} - a_{j_{k+1}}| \leq 2^{-k+1} \cdot M$ for each $k \in \mathbb{N}$. Now let $\epsilon > 0$. Choose an integer $N > 0$ such that $2^{-N} < \epsilon/(2M)$. Then for any $m > l > N$ we have

$$|a_{j_l} - a_{j_m}| = |(a_{j_l} - a_{j_{l+1}}) + (a_{j_{l+1}} - a_{j_{l+2}}) + \cdots + (a_{j_{m-1}} - a_{j_m})|$$

$$\leq |a_{j_l} - a_{j_{l+1}}| + |a_{j_{l+1}} - a_{j_{l+2}}| + \cdots + |a_{j_{m-1}} - a_{j_m}|$$

$$\leq 2^{-l+1} \cdot M + 2^{-l} \cdot M \cdots + 2^{-m+2} \cdot M$$

$$= (2^{-l+1} + 2^{-l} + 2^{-l-1} + \cdots + 2^{-m+2}) \cdot M$$

$$= (((2^{-l+2} - 2^{-l+1}) + (2^{-l+1} - 2^{-l}) + \cdots + (2^{-m+3} - 2^{-m+2})) \cdot M$$

$$< 2^{-l+2} \cdot M$$

$$< 2 \cdot \frac{\epsilon}{2M} \cdot M$$

$$= \epsilon.$$

We see that the subsequence $\{a_{j_k}\}$ is Cauchy, so it converges.

Remark 3.2 The Bolzano-Weierstrass theorem is a generalization of our result from the last section about monotone increasing sequences which are bounded above (resp. monotone decreasing sequences which are bounded below). For such a sequence is surely bounded above and below (why?). So it has a convergent subsequence. And thus it follows easily that the entire sequence converges. Details are left as an exercise.
Example 3.4

In this text we have not yet given a rigorous definition of the function $\sin x$ (see Section 10.3). However, just for the moment, use the definition you learned in calculus class and consider the sequence $\{\sin j\}_{j=1}^{\infty}$. Notice that the sequence is bounded in absolute value by 1. The Bolzano-Weierstrass theorem guarantees that there is a convergent subsequence, even though it would be very difficult to say what that convergent subsequence is.

**Corollary 3.3**

*Let* $\{\alpha_j\}$ *be a bounded sequence of complex numbers. Then there is a convergent subsequence.*

**Proof:** Write $\alpha_j = a_j + ib_j$, with $a_j, b_j \in \mathbb{R}$. The fact that $\{\alpha_j\}$ is bounded implies that $\{a_j\}$ is bounded. By the Bolzano-Weierstrass theorem, there is a convergent subsequence $\{a_{jk}\}$.

Now the sequence $\{b_{jk}\}$ is bounded. So it has a convergent subsequence $\{b_{jk_l}\}$. Then the sequence $\{\alpha_{jk_l}\}$ is convergent, and is a subsequence of the original sequence $\{\alpha_j\}$.

In earlier parts of this chapter we have discussed sequences that converge to a finite number. Such a sequence is, by Proposition 3.1, bounded. However, in some mathematical contexts, it is useful to speak of a sequence "converging to infinity." Obviously this notion of convergence is separate and distinct from the notion that we have been discussing up until now. Context always makes clear which type of convergence is meant. We now will treat briefly the idea of "convergence to infinity."

**Definition 3.5** We say that a sequence $\{a_j\}$ of real numbers converges to $+\infty$ if, for every $M > 0$, there is an integer $N > 0$ such that $a_j > M$ whenever $j > N$. We write $a_j \to +\infty$.

We say that $\{a_j\}$ converges to $-\infty$ if for every $K > 0$ there is an integer $N > 0$ such that $a_j < -K$ whenever $j > N$. We write $a_j \to -\infty$.

**Remark 3.3** Notice that the statement $a_j \to +\infty$ means that we can make $a_j$ become arbitrarily large and positive and stay large and positive just by making $j$ large enough.

Likewise, the statement $a_j \to -\infty$ means that we can force $a_j$ to be arbitrarily large and negative, and stay large and negative, just by making $j$ large enough.
Example 3.5

The sequence \( \{j^2\} \) converges to \(+\infty\). The sequence \( \{-2j + 18\} \) converges to \(-\infty\). The sequence \( \{j + (-1)^j \cdot j\} \) has no infinite limit and no finite limit. However, the subsequence \( \{0, 0, 0, \ldots\} \) converges to \(+\infty\). You are asked to supply details in Exercise 8.

With the new language provided by Definition 3.5, we may generalize Proposition 3.3:

**Proposition 3.6**

Let \( \{a_j\} \) be a monotone increasing sequence of real numbers. Then the sequence has a limit—either a finite number or \(+\infty\).

Let \( \{b_j\} \) be a monotone decreasing sequence of real numbers. Then the sequence has a limit—either a finite number or \(-\infty\).

In the same spirit as the last definition, we also have the following:

**Definition 3.6**

If \( S \) is a set of real numbers which is not bounded above, we say that its supremum (or least upper bound) is \(+\infty\).

If \( T \) is a set of real numbers which is not bounded below then we say that its infimum (or greatest lower bound) is \(-\infty\).

Exercise 9 asks you to explain why logic forces us to declare the supremum of the empty set to be \(-\infty\) and the infimum of the empty set to be \(+\infty\).

### 3.3 Lim sup and Lim inf

Convergent sequences are useful objects, but the unfortunate truth is that most sequences do not converge. Nevertheless, we would like to have a language for discussing the asymptotic behavior of any real sequence \( \{a_j\} \) as \( j \to \infty \). That is the purpose of the concepts of “limit superior” (or “upper limit”) and “limit inferior” (or “lower limit”).

**Definition 3.7**

Let \( \{a_j\} \) be a sequence of real numbers. For each \( j \) let

\[
A_j = \inf\{a_j, a_{j+1}, a_{j+2}, \ldots\}.
\]

Then \( \{A_j\} \) is a monotone increasing sequence (since as \( j \) becomes large we are taking the infimum of a smaller set of numbers), so it has a limit.
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We define the limit infimum of \( \{a_j\} \) to be

\[
\liminf_{j \to \infty} a_j = \lim_{j \to \infty} A_j.
\]

Likewise, let

\[
B_j = \sup\{a_j, a_{j+1}, a_{j+2}, \ldots\}.
\]

Then \( \{B_j\} \) is a monotone decreasing sequence (since as \( j \) becomes large we are taking the supremum of a smaller set of numbers), so it has a limit. We define the limit supremum of \( \{a_j\} \) to be

\[
\limsup_{j \to \infty} a_j = \lim_{j \to \infty} B_j.
\]

**Remark 3.4** What is the intuitive content of this definition? For each \( j \), \( A_j \) picks out the greatest lower bound of the sequence in the \( j^{th} \) position or later. So the sequence \( \{A_j\} \) should tend to the smallest possible limit of any subsequence of \( \{a_j\} \).

Likewise, for each \( j \), \( B_j \) picks out the least upper bound of the sequence in the \( j^{th} \) position or later. So the sequence \( \{B_j\} \) should tend to the greatest possible limit of any subsequence of \( \{a_j\} \). We shall make this remark more precise in Proposition 3.7 below.

Notice that it is implicit in the definition that *every* real sequence has a limit supremum and a limit infimum.

**Example 3.6**

Consider the sequence \( \{(-1)^j\} \). Of course this sequence does not converge. Let us calculate its lim sup and lim inf.

Referring to the definition, we have that \( A_j = -1 \) for every \( j \). So

\[
\liminf(-1)^j = \lim(-1) = -1.
\]

Similarly, \( B_j = +1 \) for every \( j \). Therefore

\[
\limsup(-1)^j = \lim(+1) = +1.
\]

As we predicted in the remark, the lim inf is the least subsequential limit, and the lim sup is the greatest subsequential limit.

Now let us prove the characterizing property of lim sup and lim inf to which we have been alluding.

**Proposition 3.7**

Let \( \{a_j\} \) be a sequence of real numbers. Let \( \beta = \limsup_{j \to \infty} a_j \) and \( \alpha = \liminf_{j \to \infty} a_j \). If \( \{a_{j_t}\} \) is any subsequence of the given sequence
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then
\[ \alpha \leq \lim_{\ell \to \infty} a_{j_\ell} \leq \limsup_{\ell \to \infty} a_{j_\ell} \leq \beta. \]

Moreover, there is a subsequence \( \{a_{j_k}\} \) such that
\[ \lim_{k \to \infty} a_{j_k} = \alpha \]
and another sequence \( \{a_{j_m}\} \) such that
\[ \lim_{m \to \infty} a_{j_m} = \beta. \]

**Proof:** For simplicity in this proof we assume that all lim sups and lim infs are finite. The case of infinite lim sups and infinite lim infs is left to Exercise 10.

We begin by considering the lim inf. We adopt the notation of Definition 3.7. There is a \( j_1 \geq 1 \) such that \( |A_1 - a_{j_1}| < 2^{-1} \). We choose \( j_1 \) to be as small as possible. Next, we choose \( j_2 \), necessarily greater than or equal to \( j_1 \), such that \( j_2 \) is as small as possible and \( |a_{j_2} - A_2| < 2^{-2} \). Continuing in this fashion, we select \( a_{j_k} \geq a_{j_{k-1}} \) such that \( |a_{j_k} - A_k| < 2^{-k-1} \), etc.

Recall that \( A_k \to \alpha = \liminf_{j \to \infty} a_j \). Now fix \( \epsilon > 0 \). If \( N \) is an integer so large that \( k > N \) implies that \( |A_k - \alpha| < \epsilon/2 \) and also that \( 2^{-N} < \epsilon/2 \) then for such \( k \) we have
\[
|a_{j_k} - \alpha| \leq |a_{j_k} - A_k| + |A_k - \alpha| \\
< 2^{-k} + \frac{\epsilon}{2} \\
< \frac{\epsilon}{2} + \frac{\epsilon}{2} \\
= \epsilon.
\]

Thus the subsequence \( \{a_{j_k}\} \) converges to \( \alpha \), the lim inf of the given sequence. A similar construction gives a (different) subsequence \( \{a_{j_m}\} \) converging to \( \beta \), the lim sup of the given sequence.

Now let \( \{a_{j_\ell}\} \) be any subsequence of the sequence \( \{a_j\} \). Let \( \beta^* \) be the lim sup of this subsequence. Then, by the first part of the proof, there is a subsequence \( \{a_{j_{m_\ell}}\} \) such that
\[ \lim_{m \to \infty} a_{j_{m_\ell}} = \beta^*. \]

But \( a_{j_{m_\ell}} \leq B_{j_{m_\ell}} \) by the very definition of the Bs. Thus
\[ \beta^* = \lim_{m \to \infty} a_{j_{m_\ell}} \leq \lim_{m \to \infty} B_{j_{m_\ell}} = \beta \]
or
\[ \limsup_{\ell \to \infty} a_{j_\ell} \leq \beta, \]
as claimed. A similar argument shows that
\[
\liminf_{l \to \infty} a_{j_l} \geq \alpha.
\]
This completes the proof of the proposition.

\[\square\]

**Corollary 3.4**

If \(\{a_j\}\) is a sequence and \(\{a_{j_k}\}\) is a convergent subsequence then
\[
\liminf_{j \to \infty} a_j \leq \lim_{k \to \infty} a_{j_k} \leq \limsup_{j \to \infty} a_j.
\]

Take it for granted for the moment that it has been rigorously defined and proved to be irrational (in fact we will do this in complete detail later). Then Exercise 33 of Chapter 2 shows that the positive integers are dense, modulo multiples of \(\pi\), in the interval \([0, \pi]\). It follows that the sequence \(\{\cos j\}\) is dense in the interval \([-1, 1]\) in the following sense: given any number \(\alpha \in [-1, 1]\) there is a subsequence \(\cos j_k\) such that \(\lim_{k \to \infty} \cos j_k = \alpha\). In particular, the \(\limsup\) of the sequence is 1 and the \(\liminf\) is \(-1\). You are asked to provide the details of these assertions in Exercise 11.

We close this section with a fact that is analogous to one for the supremum and infimum (that is treated in Exercise 5 at the end of the chapter). Its proof is left as Exercise 12.

**Proposition 3.8**

Let \(\{a_j\}\) be a sequence and set \(\limsup a_j = \beta\) and \(\liminf a_j = \alpha\). Assume that \(\alpha, \beta\) are finite real numbers. Let \(\epsilon > 0\). Then there are arbitrarily large \(j\) such that \(a_j > \beta - \epsilon\). Also there are arbitrarily large \(k\) such that \(a_k < \alpha + \epsilon\).

### 3.4 Some Special Sequences

We often obtain information about a new sequence by comparison with a sequence that we already know. Thus it is well to have a catalogue of fundamental sequences which provide a basis for comparison.

**Example 3.7**

Fix a real number \(a\). The sequence \(\{a^j\}\) is called a *power sequence*. If \(-1 < a < 1\) then the sequence converges to 0. If \(a = 1\) then the sequence is a constant sequence and converges to 1. If \(a > 1\) then the sequence converges to \(+\infty\). Finally, if \(a \leq -1\) then the sequence diverges. \[\square\]
Recall that in Section 2.5 we discussed the existence of $n^{th}$ roots of positive real numbers. If $\alpha > 0$, $m \in \mathbb{Z}$, and $n \in \mathbb{N}$ then we may define

$$\alpha^{m/n} = (\alpha^m)^{1/n}.$$ 

Thus we may talk about rational powers of a positive number. Next, if $\beta \in \mathbb{R}$ then we may define

$$\alpha^\beta = \sup\{\alpha^q : q \in \mathbb{Q}, q < \beta\}.$$ 

Thus we can define *any real power* of a positive real number. Exercise 13 asks you to verify several basic properties of these exponentials.

**Lemma 3.2**

*If* $\alpha > 1$ *is a real number and* $\beta > 0$ *then* $\alpha^\beta > 1$.

**Proof:** Let $q$ be a positive rational number which is less than $\beta$. Say that $q = m/n$, with $m, n$ integers. It is obvious that $\alpha^m > 1$ and hence that $(\alpha^m)^{1/n} > 1$. Since $\alpha^q$ majorizes this last quantity, we are done. □

**Example 3.8**

Fix a real number $\alpha$ and consider the sequence $\{j^\alpha\}$. If $\alpha > 0$ then it is easy to see that $j^\alpha \to +\infty$: to verify this assertion fix $M > 0$ and take the number $N$ to be the first integer after $M^{1/\alpha}$.

If $\alpha = 0$ then $j^\alpha$ is a constant sequence, identically equal to 1.

If $\alpha < 0$ then $j^\alpha = 1/j^{-\alpha}$. The denominator of this last expression tends to $+\infty$ hence the sequence $j^\alpha$ tends to 0. □

**Example 3.9**

The sequence $\{j^{1/j}\}$ converges to 1. In fact, consider the expressions $\alpha_j = j^{1/j} - 1 > 0$. We have that

$$j = (\alpha_j + 1)^j \geq \frac{j(j-1)}{2} (\alpha_j)^2,$$

(the latter being just one term from the binomial expansion—see Section 2.1). Thus

$$0 < \alpha_j \leq \sqrt{2/(j-1)}$$

as long as $j \geq 2$. It follows that $\alpha_j \to 0$ or $j^{1/j} \to 1$. □
Example 3.10

Let $\alpha$ be a positive real number. Then the sequence $\alpha^{1/j}$ converges to 1. To see this, first note that the case $\alpha = 1$ is trivial, and the case $\alpha > 1$ implies the case $\alpha < 1$ (by taking reciprocals). So we concentrate on $\alpha > 1$. But then we have

$$1 < \alpha^{1/j} < j^{1/j}$$

when $j > \alpha$. Since $j^{1/j}$ tends to 1, Proposition 3.4 applies and the proof is complete.

Example 3.11

Let $\lambda > 1$ and let $\alpha$ be real. Then the sequence

$$\left\{\frac{j^\alpha}{\lambda^j}\right\}_{j=1}^\infty$$

converges to 0.

To see this, fix an integer $k > \alpha$ and consider $j > 2k$. [Notice that $k$ is fixed once and for all but $j$ will be allowed to tend to $+\infty$ at the appropriate moment.] Writing $\lambda = 1 + \mu$, $\mu > 0$, we have that

$$\lambda^j = (1 + \mu)^j > \frac{j(j - 1)(j - 2) \cdots (j - k + 1)}{k(k - 1)(k - 2) \cdots 2 \cdot 1} \cdot \frac{\mu^k}{j^k}.$$ 

Of course this comes from picking out the $k^{th}$ term of the binomial expansion for $(1 + \mu)^j$. Notice that since $j > 2k$ then each of the expressions $j$, $(j - 1)$, $(j - 2)$, $\cdots$ $(j - k + 1)$ in the numerator on the right exceeds $j/2$. Thus

$$\lambda^j > \frac{j^k}{2^k \cdot k!} \cdot \mu^k$$

and

$$0 < \frac{j^\alpha}{\lambda^j} < \frac{j^\alpha}{\mu^k} \cdot \frac{2^k \cdot k!}{j^k} = \frac{j^{\alpha-k} \cdot 2^k \cdot k!}{\mu^k}.$$ 

Since $\alpha - k < 0$, the right side tends to 0 as $j \to \infty$.

Example 3.12

The sequence

$$\left\{\left(1 + \frac{1}{j}\right)^j\right\}$$

converges. In fact it is monotone increasing and bounded above. Use the Binomial Expansion to prove this assertion. The limit
of the sequence is the number that we shall later call $e$ (in honor of Leonhard Euler, 1707-1783, who first studied it in detail). We shall study this sequence further in Proposition 4.9 of Section 4.4.

Example 3.13

The sequence

$$\left\{ 1 - \frac{1}{j} \right\}^j$$

converges to $1/e$, where the definition of $e$ is given in the last example. More generally, the sequence

$$\left\{ 1 + \frac{x}{j} \right\}^j$$

converges to $e^x$ (here $e^x$ is defined as in the discussion following Example 3.7 above). Exercise 14 asks you to prove these assertions.

Exercises

1. Let $\{a_j\}, \{b_j\}$ be sequences of real numbers. Prove the inequality

$$\limsup (a_j + b_j) \leq \limsup a_j + \limsup b_j.$$ How are the lim infs related? How is the quantity $(\limsup a_j) \cdot (\limsup b_j)$ related to $\limsup (a_j \cdot b_j)$? How are the lim infs related?

2. Consider $\{a_j\}$ both as a sequence and as a set. How are the lim sup and the sup related? How are the lim inf and the inf related? Give examples.

3. Let $\{a_j\}$ be a sequence of positive numbers. How are the lim sup and lim inf of $\{a_j\}$ related to the lim sup and lim inf of $\{1/a_j\}$?

4. Prove parts (2) and (4) of Proposition 3.2.

5. Prove the following result, which we have used without comment in the text: Let $S$ be a set of real numbers which is bounded above and let $t = \sup S$. For any $\varepsilon > 0$ there is an element $s \in S$ such that $t - \varepsilon < s \leq t$. (Remark: Notice that this result makes good intuitive sense: the elements of $S$ should become arbitrarily close to the supremum $t$, otherwise there would be enough room to decrease the value of $t$ and make the supremum even smaller.)

6. Provide the details of the remark following the proof of the Bolzano-Weierstrass theorem.
7. Let \{a_j\} be a sequence of real or complex numbers. Suppose that every subsequence has itself a subsequence which converges to a given number \(\alpha\). Prove that the full sequence converges to \(\alpha\).

8. Supply the details for the last example of Section 2.

9. Let \(\emptyset\) be the empty set. Prove that \(\sup \emptyset = -\infty\) and \(\inf \emptyset = +\infty\).

10. Provide the details of the proof of Proposition 3.7 in case the limit is \(+\infty\) or \(-\infty\).

* 11. Provide the details of the assertion, made in the text, that the sequence \{\cos j\} is dense in the interval \([-1, 1]\).

12. Prove the last proposition in Section 3.

13. Let \(\alpha\) be a positive real number and let \(p/q = m/n\) be two different representations of the same rational number \(r\). Prove that
\[
(\alpha^m)^{1/n} = (\alpha^p)^{1/q}.
\]
Also prove that
\[
(\alpha^{1/n})^m = (\alpha^m)^{1/n}.
\]
If \(\beta\) is another positive real and \(\gamma\) is any real then prove that
\[
(\alpha \cdot \beta)^\gamma = \alpha^\gamma \cdot \beta^\gamma.
\]

* 14. Prove that
\[
\left(1 + \frac{x}{j}\right)^j
\]
converges to \(e^x\) for any real number \(x\).

15. Discuss the convergence of the sequence \((1/j^{1/j})\)\(^{\infty}_{j=1}\).

* 16. Find the lim sup and \(\lim inf\) of the sequences
\[
\{|\sin j\|^{|\sin j|}\} \text{ and } \{|\cos j|^{|\cos j|}\}.
\]

17. Discuss the convergence of the sequence \((j^j)/(2j!))^{\infty}_{j=1}\).

18. How are the \(\lim sup\) and \(\lim inf\) of \(\{a_j\}\) related to the \(\lim sup\) and \(\lim inf\) of \(\{-a_j\}\)?

19. Let \(\{a_j\}\) be a real sequence. Prove that if
\[
\lim inf a_j = \lim sup a_j
\]
then the sequence \(\{a_j\}\) converges. Prove the converse as well.
20. Let \( a < b \) be real numbers. Give an example of a real sequence whose lim sup is \( b \) and whose lim inf is \( a \).

21. Explain why we can make no sense of the concepts of lim sup and lim inf for complex sequences.

22. Let \( \{a_n\} \) be a sequence of complex numbers. Suppose that for every pair of integers \( N > M > 0 \) it holds that \( |a_M - a_{M+1}| + |a_{M+1} - a_{M+2}| + \cdots + |a_{N-1} - a_N| \leq 1 \). Prove that \( \{a_n\} \) converges.

23. Let \( a_1, a_2 > 0 \) and for \( j \geq 3 \) define \( a_j = a_{j-1} + a_{j-2} \). Show that this sequence cannot converge to a finite limit.

24. Suppose a sequence \( \{a_n\} \) has the property that for every natural number \( N \) there is a \( j_N \) such that \( a_{j_N} = a_{j_N+1} = \cdots = a_{j_N+N} \). In other words, the sequence has arbitrarily long repetitive strings. Does it follow that the sequence converges?

* 25. Give an example of a single sequence of rational numbers with the property that for every real number \( \alpha \) there is a subsequence converging to \( \alpha \).

* 26. Let \( S = \{0, 1, 1/2, 1/3, 1/4, \ldots \} \). Give an example of a sequence \( \{a_n\} \) with the property that for each \( s \in S \) there is a subsequence converging to \( s \), but no subsequence converges to any limit not in \( S \).

27. Prove Proposition 3.4.

* 28. Give another proof of the Bolzano-Weierstrass theorem as follows. If \( \{a_n\} \) is a bounded sequence let \( b_j = \inf\{a_j, a_{j+1}, \ldots \} \). Then each \( b_j \) is finite, \( b_1 \leq b_2 \leq \ldots \), and \( \{b_j\} \) is bounded above. Now use Proposition 3.3.

29. Consider the sequence given by

\[
a_j = \left[ 1 + \frac{1}{2} + \frac{1}{3} + \cdots + \frac{1}{j} \right] - \log j.
\]

Use a picture (remember that log is the antiderivative of \( 1/x \)) to give a convincing argument that the sequence \( \{a_j\} \) converges. The limit number is called \( \gamma \). This number was first studied by Euler. It arises in many different contexts in analysis and number theory.

As a challenge problem, show that

\[
|a_j - \gamma| \leq \frac{C}{j}
\]

for some universal constant \( C > 0 \).
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Series of Numbers

4.1 Convergence of Series

In this section we will use standard summation notation:

\[ \sum_{j=m}^{n} a_j = a_m + a_{m+1} + \ldots + a_n. \]

A series is an infinite sum. The only way to handle an infinite process in mathematics is with a limit. This consideration leads to the following definition:

**Definition 4.1** The formal expression

\[ \sum_{j=1}^{\infty} a_j, \]

where the \( a_j \)'s are real or complex numbers, is called a series. For \( N = 1, 2, 3, \ldots \), the expression

\[ S_N = \sum_{j=1}^{N} a_j = a_1 + a_2 + \ldots a_N \]

is called the \( N^{th} \) partial sum of the series. In case

\[ \lim_{N \to \infty} S_N \]

exists and is finite we say that the series converges. Otherwise we say that the series diverges.

Notice that the question of convergence of a series, which should be thought of as an addition process, reduces to a question about the sequence of partial sums.
Example 4.1
Consider the series
\[ \sum_{j=1}^{\infty} 2^{-j}. \]

The \( N \text{th} \) partial sum for this series is
\[ S_N = 2^{-1} + 2^{-2} + \ldots + 2^{-N}. \]

In order to determine whether the sequence \( \{S_N\} \) has a limit, we rewrite \( S_N \) as
\[ S_N = (2^{-0} - 2^{-1}) + (2^{-1} - 2^{-2}) + \ldots + (2^{-N+1} - 2^{-N}). \]

The expression on the right of the last equation telescopes (i.e., successive pairs of terms cancel) and we find that
\[ S_N = 2^{-0} - 2^{-N}. \]

Thus
\[ \lim_{N \to \infty} S_N = 2^{-0} = 1. \]

We conclude that the series converges.

Example 4.2
Let us examine the series
\[ \sum_{j=1}^{\infty} \frac{1}{j} \]

for convergence or divergence. Now
\[
S_1 = 1 = \frac{2}{2} \\
S_2 = 1 + \frac{1}{2} = \frac{3}{2} \\
S_4 = 1 + \frac{1}{2} + \left(\frac{1}{3} + \frac{1}{4}\right) \\
\geq 1 + \frac{1}{2} + \left(\frac{1}{4} + \frac{1}{4}\right) \geq 1 + \frac{1}{2} + \frac{1}{2} = \frac{4}{2} \\
S_8 = 1 + \frac{1}{2} + \left(\frac{1}{3} + \frac{1}{4}\right) + \left(\frac{1}{5} + \frac{1}{6} + \frac{1}{7} + \frac{1}{8}\right) \\
\geq 1 + \frac{1}{2} + \left(\frac{1}{4} + \frac{1}{4}\right) + \left(\frac{1}{8} + \frac{1}{8} + \frac{1}{8} + \frac{1}{8}\right) \\
= \frac{5}{2}.
\]
In general this argument shows that

$$S_{2^k} \geq \frac{k+2}{2}.$$

The sequence of $S_N$s is increasing since the series contains only positive terms. The fact that the partial sums $S_1, S_2, S_4, S_8, \ldots$ increases without bound shows that the entire sequence of partial sums must increase without bound. We conclude that the series diverges. \qed

Just as with sequences, we have a Cauchy criterion for series:

**Proposition 4.1**

The series $\sum_{j=1}^{\infty} a_j$ converges if and only if for every $\epsilon > 0$ there is an integer $N \geq 1$ such that if $n \geq m > N$ then

$$\left| \sum_{j=m+1}^{n} a_j \right| < \epsilon.$$

(*)

The condition (*) is called the Cauchy criterion for series.

**Proof:** Suppose that the Cauchy criterion holds. Pick $\epsilon > 0$ and choose $N$ so large that (*) holds. If $n \geq m > N$ then

$$|S_n - S_m| = \left| \sum_{j=m+1}^{n} a_j \right| < \epsilon$$

by hypothesis. Thus the sequence $\{S_N\}$ is Cauchy in the sense discussed for sequences in Section 3.1. We conclude that the sequence $\{S_N\}$ converges; by definition, therefore, the series converges.

Conversely, if the series converges then, by definition, the sequence $\{S_N\}$ of partial sums converges. In particular the sequence $\{S_N\}$ must be Cauchy. Thus for any $\epsilon > 0$ there is a number $N > 0$ such that if $n \geq m > N$ then

$$|S_n - S_m| < \epsilon.$$ 

This just says that

$$\left| \sum_{j=m+1}^{n} a_j \right| < \epsilon,$$

and this last inequality is the Cauchy criterion for series. \qed
Example 4.3

Let us use the Cauchy criterion to verify that the series

$$\sum_{j=1}^{\infty} \frac{1}{j \cdot (j + 1)}$$

converges.

Notice that if $n > m > 1$ then

$$\left| \sum_{j=m}^{n} \frac{1}{j \cdot (j + 1)} \right| = \left( \frac{1}{m} - \frac{1}{m + 1} \right) + \left( \frac{1}{m + 1} - \frac{1}{m + 2} \right) + \ldots + \left( \frac{1}{n} - \frac{1}{n + 1} \right).$$

The sum on the right plainly telescopes and we have

$$\left| \sum_{j=m}^{n} \frac{1}{j \cdot (j + 1)} \right| = \frac{1}{m} - \frac{1}{n + 1}.$$

Let us choose $N$ to be the next integer after $1/\epsilon$. Then for $n \geq m > N$ we may conclude that

$$\left| \sum_{j=m}^{n} \frac{1}{j \cdot (j + 1)} \right| = \frac{1}{m} - \frac{1}{n + 1} < \frac{1}{m} < \frac{1}{N} < \epsilon.$$

This is the desired conclusion.

The next result gives a necessary condition for a series to converge. It is a useful device for detecting divergent series, although it can never tell us that a series converges.

**Proposition 4.2**  [The Zero Test]

If the series

$$\sum_{j=1}^{\infty} a_j$$

converges then the terms $a_j$ tend to zero as $j \to \infty$.

**Proof:** Since we are assuming that the series converges, then it must satisfy the Cauchy criterion. Let $\epsilon > 0$. Then there is an integer $N \geq 1$
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such that if \( n \geq m > N \) then

\[
\left| \sum_{j=m}^{n} a_j \right| < \epsilon .
\]

(\(*\))

We take \( n = m \) and \( m > N \). Then \((*)\) becomes

\[ |a_m| < \epsilon . \]

But this is precisely the conclusion that we desire.

\[ \square \]

Example 4.4

The series \( \sum_{j=1}^{\infty} (-1)^j \) must diverge, even though its terms appear to be cancelling each other out. The reason is that the summands do not tend to zero; hence the preceding proposition applies.

Write out several partial sums of this series to see more explicitly that the partial sums are \(-1, +1, -1, +1, \ldots\) and hence that the series diverges.

\[ \square \]

We conclude this section with a necessary and sufficient condition for convergence of a series of nonnegative terms. As with some of our other results on series, it amounts to little more than a restatement of a result on sequences.

**Proposition 4.3**

A series

\[
\sum_{j=1}^{\infty} a_j
\]

with all \( a_j \geq 0 \) is convergent if and only if the sequence of partial sums is bounded.

**Proof:** Notice that, because the summands are nonnegative, we have

\[
S_1 = a_1 \leq a_1 + a_2 = S_2,
\]

\[
S_2 = a_1 + a_2 \leq a_1 + a_2 + a_3 = S_3,
\]

and in general

\[
S_N \leq S_N + a_{N+1} = S_{N+1}.
\]

Thus the sequence \( \{S_N\} \) of partial sums forms a monotone increasing sequence. We know that such a sequence is convergent to a finite limit
if and only if it is bounded above (see Section 3.1). This completes the proof.

Example 4.5

The series $\sum_{j=1}^{\infty} 1$ is divergent since the summands are non-negative and the sequence of partial sums $\{S_N\} = \{N\}$ is unbounded.

Referring back to Example 4.2, we see that the series $\sum_{j=1}^{\infty} \frac{1}{j}$ diverges because its partial sums are unbounded.

We see from the first example that the series $\sum_{j=1}^{\infty} 2^{-j}$ converges because its partial sums are all bounded above by 1. □

It is frequently convenient to begin a series with summation at $j = 0$ or some other term instead of $j = 1$. All of our convergence results still apply to such a series because of the Cauchy criterion. In other words, the convergence or divergence of a series will depend only on the behavior of its "tail."

4.2 Elementary Convergence Tests

As previously noted, a series may converge because its terms are non-negative and diminish in size fairly rapidly (thus causing its partial sums to grow slowly) or it may converge because of cancellation among the terms. The tests which measure the first type of convergence are the most obvious and these are the "elementary" ones that we discuss in the present section.

Proposition 4.4 [The Comparison Test]

Suppose that $\sum_{j=1}^{\infty} a_j$ is a convergent series of nonnegative terms. If $\{b_j\}$ are real or complex numbers and if $|b_j| \leq a_j$ for every $j$ then the series $\sum_{j=1}^{\infty} b_j$ converges.

Proof: Because the first series converges, it satisfies the Cauchy criterion for series. Hence, given $\epsilon > 0$, there is an $N$ so large that if $n \geq m > N$ then

$$\left| \sum_{j=m}^{n} a_j \right| < \epsilon.$$ 

But then

$$\left| \sum_{j=m}^{n} b_j \right| \leq \sum_{j=m}^{n} |b_j| \leq \sum_{j=m}^{n} a_j < \epsilon.$$
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It follows that the series $\sum b_j$ satisfies the Cauchy criterion for series. Therefore it converges.

**Corollary 4.1**

If $\sum_{j=1}^{\infty} a_j$ is as in the proposition and if $0 \leq b_j \leq a_j$ for every $j$ then the series $\sum_{j=1}^{\infty} b_j$ converges.

**Proof:** Obvious.

**Example 4.6**

The series $\sum_{j=1}^{\infty} 2^{-j} \sin j$ is seen to converge by comparing it with the series $\sum_{j=1}^{\infty} 2^{-j}$.

**Theorem 4.1** [The Cauchy Condensation Test]

Assume that $a_1 \geq a_2 \geq \ldots \geq a_j \geq \ldots 0$. The series

$$\sum_{j=1}^{\infty} a_j$$

converges if and only if the series

$$\sum_{k=1}^{\infty} 2^k \cdot a_{2^k}$$

converges.

**Proof:** First assume that the series $\sum_{j=1}^{\infty} a_j$ converges. Notice that, for each $k \geq 1$,

$$2^{k-1} \cdot a_{2^k} = a_{2^k} + a_{2^k} + \ldots + a_{2^k}$$

$2^{k-1}$ times

$$\leq a_{2^{k-1}+1} + a_{2^{k-1}+2} + \ldots a_{2^k}.$$ 

$$= \sum_{m=2^{k-1}+1}^{2^k} a_m$$

Therefore

$$\sum_{k=1}^{N} 2^{k-1} \cdot a_{2^k} = \sum_{k=1}^{N} \sum_{m=2^{k-1}+1}^{2^k} a_m = \sum_{m=2}^{2^N} a_m.$$
Since the partial sums on the right are bounded (because the series of \(a_j\)s converges), so are the partial sums on the left. It follows that the series

\[
\sum_{k=1}^{\infty} 2^k \cdot a_{2^k}
\]

converges.

For the converse, assume that the series

\[
\sum_{k=1}^{\infty} 2^k \cdot a_{2^k} \tag{*}
\]

converges. Observe that, for \(k \geq 1\),

\[
\sum_{m=2^{k-1}+1}^{2^k} a_j = a_{2^k-1+1} + a_{2^k-1+2} + \ldots + a_{2^k} \\
\leq a_{2^k-1} + a_{2^k-2} + \ldots + a_{2^k-1} \quad \text{2}^{k-1} \text{ times} \\
= 2^{k-1} \cdot a_{2^k-1}
\]

It follows that

\[
\sum_{m=2}^{2^N} a_j = \sum_{k=1}^{N} \sum_{m=2^{k-1}+1}^{2^k} a_m \\
\leq \sum_{k=1}^{N} 2^{k-1} \cdot a_{2^k-1}.
\]

By the hypothesis that the series \((*)\) converges, the partial sums on the right must be bounded. But then the partial sums on the left are bounded as well. Since the summands \(a_j\) are nonnegative, the sequence of partial sums is increasing. It follows that the full sequence of partial sums must be bounded, so the series

\[
\sum_{j=1}^{\infty} a_j
\]

converges. \(\square\)
Example 4.7

We apply the Cauchy condensation test to the harmonic series

\[ \sum_{j=1}^{\infty} \frac{1}{j}. \]

It leads us to examine the series

\[ \sum_{k=1}^{\infty} 2^k \cdot \frac{1}{2^k} = \sum_{k=1}^{\infty} 1. \]

Since the latter series diverges, the harmonic series diverges as well. \( \square \)

Proposition 4.5

Let \( \alpha \) be a complex number. The series

\[ \sum_{j=0}^{\infty} \alpha^j \]

is called a geometric series. It converges if and only if \( |\alpha| < 1 \). In this circumstance, the sum of the series (that is, the limit of the partial sums) is \( 1/(1 - \alpha) \).

Proof: Let \( S_N \) denote the \( N^{th} \) partial sum of the geometric series. Then

\[ \alpha \cdot S_N = \alpha(1 + \alpha + \alpha^2 + \ldots + \alpha^N) \]

\[ = \alpha + \alpha^2 + \ldots + \alpha^{N+1}. \]

It follows that \( \alpha \cdot S_N \) and \( S_N \) are nearly the same: in fact

\[ \alpha \cdot S_N + 1 - \alpha^{N+1} = S_N. \]

Solving this equation for the quantity \( S_N \) yields

\[ S_N = \frac{1 - \alpha^{N+1}}{1 - \alpha}. \]

If \( |\alpha| < 1 \) then \( \alpha^{N+1} \to 0 \) hence the sequence of partial sums tends to the limit \( 1/(1 - \alpha) \). If \( |\alpha| > 1 \) then \( \alpha^{N+1} \) diverges hence the sequence of partial sums diverges. This completes the proof for \( |\alpha| \neq 1 \). But the divergence in case \( |\alpha| = 1 \) follows because the summands will not tend to zero. \( \square \)
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Corollary 4.2
The series
\[ \sum_{j=1}^{\infty} \frac{1}{j^r} \]
converges if \( r \) is a real number that exceeds 1 and diverges otherwise.

Proof: We apply the Cauchy Condensation Test. This leads us to examine the series
\[ \sum_{k=1}^{\infty} 2^k \cdot 2^{-kr} = \sum_{k=1}^{\infty} (2^{1-r})^k. \]
This last is a geometric series, with the role of \( \alpha \) played by the quantity \( \alpha = 2^{1-r} \). When \( r > 1 \) then \( |\alpha| < 1 \) so the series converges. Otherwise it diverges.

Theorem 4.2 [The Root Test]
Consider the series
\[ \sum_{j=1}^{\infty} a_j \]
If
\[ \limsup_{j \to \infty} |a_j|^{1/j} < 1 \]
then the series converges.

Proof: Refer again to the discussion of the concept of limit superior in Chapter 3. By our hypothesis, there is a number \( 0 < \beta < 1 \) and an integer \( N > 1 \) such that for all \( j > N \) it holds that

\[ |a_j|^{1/j} < \beta. \]
In other words,
\[ |a_j| < \beta^j. \]

Since \( 0 < \beta < 1 \) the sum of the terms on the right constitutes a convergent geometric series. By the Comparison Test, the sum of the terms on the left converges.

Theorem 4.3 [The Ratio Test]
Consider a series
\[ \sum_{j=1}^{\infty} a_j. \]
If
\[
\limsup_{j \to \infty} \left| \frac{a_{j+1}}{a_j} \right| < 1
\]
then the series converges.

**Proof:** It is possible to supply a proof similar to that of the Root Test. We leave such a proof for the exercises, and instead supply an argument which relates the two tests in an interesting fashion.

Let
\[
\lambda = \limsup_{j \to \infty} \left| \frac{a_{j+1}}{a_j} \right| < 1.
\]
Select a real number \( \mu \) such that \( \lambda < \mu < 1 \). By the definition of \( \limsup \), there is an \( N \) so large that if \( j > N \) then
\[
\left| \frac{a_{j+1}}{a_j} \right| < \mu.
\]
This may be rewritten as
\[
|a_{j+1}| < \mu \cdot |a_j|, \quad j \geq N.
\]
Thus (much as in the proof of the Root Test) we have for \( k \geq 0 \) that
\[
|a_{N+k}| \leq \mu \cdot |a_{N+k-1}| \leq \mu \cdot \mu \cdot |a_{N+k-2}| \leq \cdots \leq \mu^k \cdot |a_N|.
\]
It is convenient to denote \( N + k \) by \( n, n \geq N \). Thus the last inequality reads
\[
|a_n| < \mu^{n-N} \cdot |a_N|
\]
or
\[
|a_n|^{1/n} < \mu^{(n-N)/n} \cdot |a_N|^{1/n}
\]
Remembering that \( N \) has been fixed once and for all, we pass to the \( \limsup \) as \( n \to \infty \). The result is
\[
\limsup_{n \to \infty} |a_n|^{1/n} \leq \mu.
\]
Since \( \mu < 1 \), we find that our series satisfies the hypotheses of the Root Test. Hence it converges.

**Remark 4.1** The proof of the Ratio Test shows that if a series passes the Ratio Test then it passes the Root Test (the converse is not true, as you will learn in Exercise 13). Put another way, the Root Test is a better test than the Ratio Test because it will give information
whenever the Ratio Test does and also in some circumstances when the Ratio Test does not.

Why do we therefore learn the Ratio Test? The answer is that there are circumstances when the Ratio Test is easier to apply than the Root Test.

Example 4.8

The series

$$\sum_{j=1}^{\infty} \frac{2^j}{j!}$$

is easily studied using the Ratio Test (recall that $j! \equiv j \cdot (j - 1) \cdots 2 \cdot 1$). Indeed $a_j = \frac{2^j}{j!}$ and

$$\left| \frac{a_{j+1}}{a_j} \right| = \frac{2^{j+1}/(j+1)!}{2^j/j!}.$$

We can perform the division to see that

$$\left| \frac{a_{j+1}}{a_j} \right| = \frac{2}{j+1}.$$

The lim sup of the last expression is 0. By the Ratio Test, the series converges.

Notice that in this example, while the Root Test applies in principle, it would be difficult to use in practice.

Example 4.9

We apply the Root Test to the series

$$\sum_{j=1}^{\infty} \frac{j^2}{2^j}$$

Observe that

$$a_j = \frac{j^2}{2^j},$$

hence that

$$|a_j|^{1/j} = \frac{(j^{1/j})^2}{2}.$$

As $j \to \infty$, we see that

$$\limsup_{j \to \infty} |a_j|^{1/j} = \frac{1}{2}.$$

By the Root Test, the series converges.
It is natural to ask whether the Ratio and Root tests can detect divergence. Neither test is necessary and sufficient: there are series which elude the analysis of both tests. However, the arguments that we used to establish Theorems 4.2 and 4.3 can also be used to establish the following (the proofs are left as exercises):

**Theorem 4.4** [The Root Test for Divergence]
Consider the series
\[ \sum_{j=1}^{\infty} a_j \]
of nonzero terms. If
\[ \limsup_{j \to \infty} |a_j|^{1/j} > 1 \]
then the series diverges.

**Theorem 4.5** [The Ratio Test for Divergence]
Consider the series
\[ \sum_{j=1}^{\infty} a_j . \]
If there is an \( N > 0 \) such that
\[ \left| \frac{a_{j+1}}{a_j} \right| \geq 1 , \quad \forall j \geq N \]
then the series diverges.

In both the Root Test and the Ratio Test, if the lim sup is equal to 1, then no conclusion is possible. The exercises give examples of series, some of which converge and some of which do not, in which these tests give lim sup equal to 1.

### 4.3 Advanced Convergence Tests

In this section we consider convergence tests for series which depend on cancellation among the terms of the series. One of the most profound of these depends on a technique called *summation by parts*. You may wonder whether this process is at all related to the "integration by parts" procedure that you learned in calculus—it certainly has a similar form. Indeed it will turn out (and we shall see the details of this assertion as the book develops) that summing a series and performing an integration are two aspects of the same limiting process. The summation by parts method is merely our first glimpse of this relationship.
**Proposition 4.6** [Summation by Parts]

Let \( \{a_j\}_{j=0}^{\infty} \) and \( \{b_j\}_{j=0}^{\infty} \) be two sequences of real or complex numbers. For \( N = 0, 1, 2, \ldots \) set

\[
A_N = \sum_{j=0}^{N} a_j
\]

(we adopt the convention that \( A_{-1} = 0 \)). Then for any \( 0 \leq m \leq n < \infty \) it holds that

\[
\sum_{j=m}^{n} a_j \cdot b_j = [A_n \cdot b_n - A_{m-1} \cdot b_m] + \sum_{j=m}^{n-1} A_j \cdot (b_j - b_{j+1}).
\]

**Proof:** We write

\[
\sum_{j=m}^{n} a_j \cdot b_j = \sum_{j=m}^{n} (A_j - A_{j-1}) \cdot b_j
\]

\[
= \sum_{j=m}^{n} A_j \cdot b_j - \sum_{j=m}^{n} A_{j-1} \cdot b_j
\]

\[
= \sum_{j=m}^{n} A_j \cdot b_j - \sum_{j=m-1}^{n-1} A_j \cdot b_{j+1}
\]

\[
= \sum_{j=m}^{n-1} A_j \cdot (b_j - b_{j+1}) + A_n \cdot b_n - A_{m-1} \cdot b_m.
\]

This is what we wish to prove. \( \square \)

Now we apply summation by parts to prove a convergence test due to Niels Henrik Abel (1802-1829).

**Theorem 4.6** [Abel's Convergence Test]

Consider the series

\[
\sum_{j=0}^{\infty} a_j \cdot b_j.
\]

Suppose that

1. The partial sums \( A_N = \sum_{j=0}^{N} a_j \) form a bounded sequence;
2. \( b_0 \geq b_1 \geq b_2 \geq \ldots \);

3. \( \lim_{j \to \infty} b_j = 0 \).

Then the original series
\[
\sum_{j=0}^{\infty} a_j \cdot b_j
\]
converges.

\textbf{Proof:} Suppose that the partial sums \( A_N \) are bounded in absolute value by a number \( K \). Pick \( \epsilon > 0 \) and choose an integer \( N \) so large that \( b_N < \epsilon/(2K) \). For \( N \leq m \leq n < \infty \) we use the partial summation formula to write
\[
\left| \sum_{j=m}^{n} a_j \cdot b_j \right| = \left| A_n \cdot b_n - A_{m-1} \cdot b_m + \sum_{j=m}^{n-1} A_j \cdot (b_j - b_{j+1}) \right|
\leq K \cdot |b_n| + K \cdot |b_m| + K \cdot \sum_{j=m}^{n-1} |b_j - b_{j+1}|.
\]

Now we take advantage of the facts that \( b_j \geq 0 \) for all \( j \) and that \( b_j \geq b_{j+1} \) for all \( j \) to estimate the last expression by
\[
K \cdot \left[ b_n + b_m + \sum_{j=m}^{n-1} (b_j - b_{j+1}) \right].
\]
[Notice that the expressions \( b_j - b_{j+1}, b_m, \) and \( b_n \) are all positive.] Now the sum collapses and the last line is estimated by
\[
K \cdot [b_n + b_m - b_n + b_m] = 2 \cdot K \cdot b_m.
\]
By our choice of \( N \) the right side is smaller than \( \epsilon \). Thus our series satisfies the Cauchy criterion and therefore converges.

\textbf{Example 4.10} [The Alternating Series Test]
As a first application of Abel’s convergence test, we examine alternating series. Consider a series of the form
\[
\sum_{j=1}^{\infty} (-1)^j \cdot b_j, \tag{\star}
\]
with \( b_1 \geq b_2 \geq b_3 \geq \ldots \geq 0 \) and \( b_j \to 0 \) as \( j \to \infty \). We set \( a_j = (-1)^j \) and apply Abel's test. We see immediately that all partial sums \( A_N \) are either \(-1\) or \(0\). In particular, this sequence of partial sums is bounded. And the \( b_j \)'s are monotone decreasing and tending to zero. By Abel's convergence test, the alternating series (*) converges. \( \square \)

**Proposition 4.7**

Let \( b_1 \geq b_2 \geq \ldots \) and assume that \( b_j \to 0 \). Consider the alternating series \( \sum_{j=1}^{\infty} (-1)^j b_j \) as in the last example. It is convergent: let \( S \) be its sum. Then the partial sums \( S_N \) satisfy \( |S - S_N| \leq b_{N+1} \).

**Proof:** Observe that

\[
|S - S_N| = |b_{N+1} - b_{N+2} + b_{N+3} - + \ldots|.
\]

But

\[
b_{N+2} - b_{N+3} + - \ldots \leq b_{N+2} + (-b_{N+3} + b_{N+3}) + (-b_{N+5} + b_{N+5}) + \ldots = b_{N+2}
\]

and

\[
b_{N+2} - b_{N+3} + - \ldots \geq (b_{N+2} - b_{N+2}) + (b_{N+4} - b_{N+4}) + \ldots = 0.
\]

It follows that

\[
|S - S_N| \leq |b_{N+1}|
\]

as claimed. \( \square \)

**Example 4.11**

Consider the series

\[
\sum_{j=1}^{\infty} (-1)^j \frac{1}{j}.
\]

Then the partial sum \( S_{100} = -0.688172 \) is within 0.01 (in fact within \( 1/101 \)) of the full sum \( S \) and the partial sum \( S_{10000} = -0.6930501 \) is within 0.0001 (in fact within \( 1/10001 \)) of \( S \). \( \square \)
Example 4.12

Next we examine a series which is important in the study of Fourier analysis. Consider the series

\[
\sum_{j=1}^{\infty} \frac{\sin j}{j} .
\]

We already know that the series \( \sum \frac{1}{j} \) diverges. However, the expression \( \sin j \) changes sign in a rather sporadic fashion. We might hope that the series (*) converges because of cancellation of the summands. We take \( a_j = \sin j \) and \( b_j = 1/j \). Abel's test will apply if we can verify that the partial sums \( A_N \) of the \( a_j \)'s are bounded. To see this we use a trick:

Observe that

\[
\cos(j + 1/2) = \cos j \cdot \cos 1/2 - \sin j \cdot \sin 1/2
\]

and

\[
\cos(j - 1/2) = \cos j \cdot \cos 1/2 + \sin j \cdot \sin 1/2.
\]

Subtracting these equations and solving for \( \sin j \) yields that

\[
\sin j = \frac{\cos(j - 1/2) - \cos(j + 1/2)}{2 \cdot \sin 1/2} .
\]

We conclude that

\[
A_N = \sum_{j=1}^{N} a_j = \sum_{j=1}^{N} \frac{\cos(j - 1/2) - \cos(j + 1/2)}{2 \cdot \sin 1/2} .
\]

Of course this sum collapses and we see that

\[
A_N = -\frac{\cos(N + 1/2) + \cos 1/2}{2 \cdot \sin 1/2} .
\]

Thus

\[
|A_N| \leq \frac{2}{2 \cdot \sin 1/2} = \frac{1}{\sin 1/2} ,
\]

independent of \( N \).

Thus the hypotheses of Abel's test are verified and the series

\[
\sum_{j=1}^{\infty} \frac{\sin j}{j}
\]

converges.
REMARK 4.2 It is interesting to notice that both the series
\[ \sum_{j=1}^{\infty} \frac{\sin j}{j} \quad \text{and} \quad \sum_{j=1}^{\infty} \frac{\sin^2 j}{j} \]
diverge. The proofs of these assertions are left as exercises for you.

We turn next to the topic of absolute and conditional convergence. A series of real or complex constants
\[ \sum_{j=1}^{\infty} a_j \]
is said to be absolutely convergent if
\[ \sum_{j=1}^{\infty} |a_j| \]
converges. We have:

**Proposition 4.8**

*If the series \( \sum_{j=1}^{\infty} a_j \) is absolutely convergent then it is convergent.*

**Proof:** This is an immediate corollary of the Comparison Test.

**Definition 4.2** A series \( \sum_{j=1}^{\infty} a_j \) is said to be conditionally convergent if \( \sum_{j=1}^{\infty} a_j \) converges, but it does not converge absolutely.

We see that absolutely convergent series are convergent but the next example shows that the converse is not true.

**Example 4.13**
The series
\[ \sum_{j=1}^{\infty} \frac{(-1)^j}{j} \]
converges by the Alternating Series Test. However, it is not
absolutely convergent because the harmonic series

$$\sum_{j=1}^{\infty} \frac{1}{j}$$

diverges. \(\square\)

There is a remarkable robustness result for absolutely convergent series that fails dramatically for conditionally convergent series. This result is enunciated in the next theorem. We first need a definition.

**Definition 4.3** Let \(\sum_{j=1}^{\infty} a_j\) be a given series. Let \(\{p_j\}_{j=1}^{\infty}\) be a sequence in which every positive integer occurs once and only once (but not necessarily in the usual order). We call \(\{p_j\}\) a permutation of the natural numbers.

Then the series

$$\sum_{j=1}^{\infty} a_{p_j}$$

is said to be a rearrangement of the given series.

**Theorem 4.7** [Riemann, Weierstrass]
If the series \(\sum_{j=1}^{\infty} a_j\) of real numbers is absolutely convergent to a (limiting) sum \(\ell\) then every rearrangement of the series converges also to \(\ell\). If the series \(\sum_{j=1}^{\infty} b_j\) is conditionally convergent and if \(\beta\) is any real number or \(\pm\infty\) then there is a rearrangement of the series such that its sequence of partial sums converges to \(\beta\).

**Proof:** We prove the first assertion here and explore the second in the exercises.

Let us choose a rearrangement of the given series and denote it by \(\sum_{j=1}^{\infty} a_{p_j}\), where \(p_j\) is a permutation of the positive integers. Pick \(\epsilon > 0\). By the hypothesis that the original series converges absolutely we may choose an integer \(N > 0\) such that \(N < m < n < \infty\) implies that

$$\sum_{j=m}^{n} |a_j| < \epsilon.$$  \((*)\)

[The presence of the absolute values in the left side of this inequality will prove crucial in a moment.] Choose a positive integer \(M\) such that \(M \geq N\) and the integers \(1, \ldots, N\) are all contained in the list \(p_1, p_2, \ldots, p_M\). If \(K > M\) then the partial sum \(\sum_{j=1}^{K} a_j\) will trivially
contain the summands $a_1, a_2, \ldots a_N$. Also the partial sum $\sum_{j=1}^{K} a_{p_j}$ will contain the summands $a_1, a_2, \ldots a_N$. It follows that

$$\sum_{j=1}^{K} a_j - \sum_{j=1}^{K} a_{p_j}$$

will contain only summands after the $N^{th}$ one in the original series. By inequality (*) we may conclude that

$$\left| \sum_{j=1}^{K} a_j - \sum_{j=1}^{K} a_{p_j} \right| \leq \sum_{j=N+1}^{\infty} |a_j| \leq \epsilon.$$

We conclude that the rearranged series converges; and it converges to the same sum as the original series. \(\square\)

### 4.4 Some Special Series

We begin with a series that defines a special constant of mathematical analysis.

**Definition 4.4** The series

$$\sum_{j=0}^{\infty} \frac{1}{j!},$$

where $j! \equiv j \cdot (j - 1) \cdot (j - 2) \cdots 1$ for $j \geq 1$ and $0! \equiv 1$, is convergent (by the Ratio Test, for instance). Its sum is denoted by the symbol $e$ in honor of the Swiss mathematician Léonard Euler, who first studied it (see also Example 3.12, where the number $e$ is studied by way of a sequence). We shall see in Proposition 4.9 that these two approaches to the number $e$ are equivalent.

Like the number $\pi$, to be considered later in this book, the number $e$ is one which arises repeatedly in a number of contexts in mathematics. It has many special properties. We first relate the series definition of $e$ to the sequence definition:

**Proposition 4.9**

The limit

$$\lim_{n \to \infty} \left( 1 + \frac{1}{n} \right)^n$$

exists and equals $e$. 
4.4 Some Special Series

**Proof:** We need to compare the quantities

\[ A_N = \sum_{j=0}^{N} \frac{1}{j!} \quad \text{and} \quad B_N = \left(1 + \frac{1}{N}\right)^N. \]

We use the binomial theorem to expand \( B_N \):

\[
B_N = 1 + \frac{N}{1} \cdot \frac{1}{N} + \frac{N \cdot (N-1)}{2 \cdot 1} \cdot \frac{1}{N^2} + \frac{N \cdot (N-1) \cdot (N-2)}{3 \cdot 2 \cdot 1} \cdot \frac{1}{N^3} \\
+ \cdots \frac{N}{1} \cdot \frac{1}{N^{N-1}} + 1 \cdot \frac{1}{N^N}
\]

\[
= 1 + 1 + \frac{1}{2!} \cdot \frac{N-1}{N} + \frac{1}{3!} \cdot \frac{N-1}{N} \cdot \frac{N-2}{N} + \cdots
\]

\[
+ \frac{1}{(N-1)!} \cdot \frac{N-1}{N} \cdot \frac{N-2}{N} \cdots \frac{1}{N}
\]

\[
= 1 + 1 + \frac{1}{2!} \cdot \left(1 - \frac{1}{N}\right) + \frac{1}{3!} \cdot \left(1 - \frac{1}{N}\right) \cdot \left(1 - \frac{2}{N}\right) + \cdots
\]

\[
+ \frac{1}{(N-1)!} \cdot \left(1 - \frac{1}{N}\right) \cdot \left(1 - \frac{2}{N}\right) \cdots \left(1 - \frac{N-1}{N}\right)
\]

Notice that every summand that appears in this last equation is positive. Thus, for \( 0 < M < N \),

\[
B_N \geq 1 + 1 + \frac{1}{2!} \cdot \left(1 - \frac{1}{N}\right) + \frac{1}{3!} \cdot \left(1 - \frac{1}{N}\right) \cdot \left(1 - \frac{2}{N}\right) + \cdots
\]

\[
+ \frac{1}{M!} \cdot \left(1 - \frac{1}{N}\right) \cdot \left(1 - \frac{2}{N}\right) \cdots \left(1 - \frac{M-1}{N}\right).
\]

In this last inequality we hold \( M \) fixed and let \( N \) tend to infinity. The result is that

\[
\liminf_{N \to \infty} B_N \geq 1 + 1 + \frac{1}{2!} + \frac{1}{3!} + \cdots + \frac{1}{M!} = A_M.
\]

Now, as \( M \to \infty \), the quantity \( A_M \) converges to \( e \) (by the definition of \( e \)). So we obtain

\[
\liminf_{N \to \infty} B_N \geq e. \quad (\ast)
\]

On the other hand, our expansion for \( B_N \) allows us to observe that \( B_N \leq A_N \). Thus

\[
\limsup_{N \to \infty} B_N \leq e. \quad (\ast\ast)
\]
Combining (*) and (**) we find that
\[ e \leq \liminf_{N \to \infty} B_N \leq \limsup_{N \to \infty} B_N \leq e \]
hence that \( \lim_{N \to \infty} B_N \) exists and equals \( e \). This is the desired result. \( \square \)

**REMARK 4.3**  The last proof illustrates the value of the concepts of \( \lim \inf \) and \( \lim \sup \). For we do not know in advance that the limit of the expressions \( B_N \) exists, much less that the limit equals \( e \). However, the \( \lim \inf \) and the \( \lim \sup \) always exist. So we estimate those instead, and find that they are equal and that they equal \( e \).

The next result tells us how rapidly the partial sums \( A_N \) of the series defining \( e \) converge to \( e \). This is of theoretical interest, but will also be applied to determine the irrationality of \( e \).

**Proposition 4.10**
With \( A_N \) as above, we have that
\[ 0 < e - A_N < \frac{1}{N \cdot N!} \]

**Proof:** Observe that
\[
e - A_N = \frac{1}{(N + 1)!} + \frac{1}{(N + 2)!} + \frac{1}{(N + 3)!} + \cdots
= \frac{1}{(N + 1)!} \cdot \left(1 + \frac{1}{N + 2} + \frac{1}{(N + 2)(N + 3)} + \cdots\right)
< \frac{1}{(N + 1)!} \cdot \left(1 + \frac{1}{N + 1} + \frac{1}{(N + 1)^2} + \cdots\right).
\]
Now the expression in parentheses is a geometric series. It sums to \((N + 1)/N\). Since \( A_N < e \), we have
\[
e - A_N = |e - A_N|
\]
hence
\[ |e - A_N| < \frac{1}{N \cdot N!}, \]
proving the result. \( \square \)

Next we prove that \( e \) is an irrational number.
**Theorem 4.8**

Euler's number \( e \) is irrational.

**Proof:** Suppose to the contrary that \( e \) is rational. Then \( e = p/q \) for some positive integers \( p \) and \( q \). By the preceding proposition,

\[
0 < e - A_q < \frac{1}{q \cdot q!}
\]

or

\[
0 < q! \cdot (e - A_q) < \frac{1}{q}.
\]

Now

\[
e - A_q = \frac{p}{q} - \left(1 + 1 + \frac{1}{2!} + \frac{1}{3!} + \ldots + \frac{1}{q!}\right)
\]

hence

\[
q! \cdot (e - A_q)
\]

is an integer. But then equation (\(*\)) says that this integer lies between 0 and 1/q. In particular, this integer lies strictly between 0 and 1. That, of course, is impossible. So \( e \) must be irrational. \( \square \)

It is a general principle of number theory that a real number that can be approximated **too rapidly** by rational numbers (the degree of rapidity being measured in terms of powers of the denominators of the rational numbers) must be irrational. Under suitable conditions an even stronger conclusion holds: namely the number in question turns out to be **transcendental**. A transcendental number is one which is not the solution of any polynomial equation with integer coefficients.

The subject of transcendental numbers is explored in the exercises. The exercises also contain a sketch of a proof that \( e \) is transcendental.

In Exercise 29 of the last chapter we briefly discussed Euler's number \( \gamma \). Both this special number and also the more commonly encountered number \( \pi \) arise in many contexts in mathematics. It is unknown whether \( \gamma \) is rational or irrational. The number \( \pi \) is known to be transcendental, but it is unknown whether \( \pi + e \) (where \( e \) is Euler's number) is transcendental.

In recent years, questions about the the irrationality and transcendence of various numbers have become a matter of practical interest. For these properties prove to be useful in making and breaking secret codes, and in encrypting information so that it is accessible to some users but not to others.

Recall that, in Example 2.1, we proved that

\[
S_N = \sum_{j=1}^{N} j = \frac{N \cdot (N + 1)}{2}.
\]
We conclude this section with a method for summing higher powers of \( j \).

Say that we wish to calculate

\[
S_{k,N} \equiv \sum_{j=1}^{N} j^k
\]

for some positive integer \( k \) exceeding 1. We may proceed as follows: write

\[
(j + 1)^{k+1} - j^{k+1} = \left[ j^{k+1} + (k + 1) \cdot j^k + \frac{(k + 1) \cdot k}{2} \cdot j^{k-1} + \ldots + \frac{(k + 1) \cdot k}{2} \cdot j^2 + (k + 1) \cdot j + 1 \right] - j^{k+1}
\]

\[
= (k + 1) \cdot j^k + \frac{(k + 1) \cdot k}{2} \cdot j^{k-1} + \ldots + \frac{(k + 1) \cdot k}{2} \cdot j^2 + (k + 1) \cdot j + 1
\]

Summing from \( j = 1 \) to \( j = N \) yields

\[
\sum_{j=1}^{N} \{(j + 1)^{k+1} - j^{k+1}\} = (k + 1) \cdot S_{k,N} + \frac{(k + 1) \cdot k}{2} \cdot S_{k-1,N} + \ldots + \frac{(k + 1) \cdot k}{2} \cdot S_{2,N} + (k + 1) \cdot S_{1,N} + N.
\]

The sum on the left collapses to \((N + 1)^{k+1} - 1\). We may solve for \( S_{k,N} \) and obtain

\[
S_{k,N} = \frac{1}{k + 1} \cdot \left[ (N + 1)^{k+1} - 1 - N - \frac{(k + 1) \cdot k}{2} \cdot S_{k-1,N} - \ldots - \frac{(k + 1) \cdot k}{2} \cdot S_{2,N} - (k + 1) \cdot S_{1,N} \right].
\]

We have succeed in expressing \( S_{k,N} \) in terms of \( S_{1,N}, S_{2,N}, \ldots, S_{k-1,N} \). Thus we may inductively obtain formulas for \( S_{k,N} \), any \( k \). It turns out that

\[
S_{2,N} = \frac{N(N + 1)(2N + 1)}{6}
\]
4.5 Operations on Series

Some operations on series, such as addition, subtraction, and scalar multiplication, are straightforward. Others, such as multiplication, entail subtleties. This section treats all these matters.

**Proposition 4.11**

Let

\[ \sum_{j=1}^{\infty} a_j \quad \text{and} \quad \sum_{j=1}^{\infty} b_j \]

be convergent series of real or complex numbers; assume that the series sum to limits \( \alpha \) and \( \beta \) respectively. Then

(a) The series \( \sum_{j=1}^{\infty} (a_j + b_j) \) converges to the limit \( \alpha + \beta \).

(b) If \( c \) is a constant then the series \( \sum_{j=1}^{\infty} c \cdot a_j \) converges to \( c \cdot \alpha \).

**Proof:** We shall prove assertion (a) and leave the easier assertion (b) as an exercise.

Pick \( \varepsilon > 0 \). Choose an integer \( N_1 \) so large that \( n > N_1 \) implies that the partial sum \( S_n = \sum_{j=1}^{n} a_j \) satisfies \( |S_n - \alpha| < \varepsilon/2 \). Choose \( N_2 \) so large that \( n > N_2 \) implies that the partial sum \( T_n = \sum_{j=1}^{n} b_j \) satisfies \( |T_n - \beta| < \varepsilon/2 \). If \( U_n \) is the \( n \)th partial sum of the series \( \sum_{j=1}^{\infty} (a_j + b_j) \) and if \( n > N_0 \equiv \max(N_1, N_2) \) then

\[ |U_n - (\alpha + \beta)| \leq |S_n - \alpha| + |T_n - \beta| < \frac{\varepsilon}{2} + \frac{\varepsilon}{2} = \varepsilon. \]

Thus the sequence \( \{U_n\} \) converges to \( \alpha + \beta \). This proves part (a). The proof of (b) is similar. \( \square \)

In order to keep our discussion of multiplication of series as straightforward as possible, we deal at first with absolutely convergent series. It is convenient in this discussion to begin our sum at \( j = 0 \) instead of \( j = 1 \). If we wish to multiply

\[ \sum_{j=0}^{\infty} a_j \quad \text{and} \quad \sum_{j=0}^{\infty} b_j, \]
then we need to specify what the partial sums of the product series should be. An obvious necessary condition that we wish to impose is that if the first series converges to $\alpha$ and the second converges to $\beta$ then the product series, whatever we define it to be, should converge to $\alpha \cdot \beta$.

The naive method for defining the summands of the product series is to let $c_j = a_j \cdot b_j$. However, a glance at the product of two partial sums of the given series shows that such a definition would be ignoring the distributivity of addition.

Cauchy's idea was that the summands for the product series should be

$$c_n \equiv \sum_{j=0}^{n} a_j \cdot b_{n-j}.$$ 

This particular form for the summands can be easily motivated using power series considerations (which we shall provide in Section 10.1). For now we concentrate on verifying that this "Cauchy product" of two series really works.

**Theorem 4.9**

Let $\sum_{j=0}^{\infty} a_j$ and $\sum_{j=0}^{\infty} b_j$ be two absolutely convergent series which converge to limits $\alpha$ and $\beta$ respectively. Define the series $\sum_{m=0}^{\infty} c_m$ with summands $c_m = \sum_{j=0}^{m} a_j \cdot b_{m-j}$. Then the series $\sum_{m=0}^{\infty} c_m$ converges to $\alpha \cdot \beta$.

**Proof:** Let $A_n, B_n$, and $C_n$ be the partial sums of the three series in question. We calculate that

$$C_n = (a_0 b_0) + (a_0 b_1 + a_1 b_0) + (a_0 b_2 + a_1 b_1 + a_2 b_0) + \ldots + (a_0 b_n + a_1 b_{n-1} + \ldots + a_n b_0)$$

$$= a_0 \cdot B_n + a_1 \cdot B_{n-1} + a_2 \cdot B_{n-2} + \ldots + a_n \cdot B_0.$$

We set $\lambda_n = B_n - \beta$, each $n$, and rewrite the last line as

$$C_n = a_0 (\beta + \lambda_n) + a_1 (\beta + \lambda_{n-1}) + \ldots + a_n (\beta + \lambda_0)$$

$$= A_n \cdot \beta + [a_0 \lambda_n + a_1 \lambda_{n-1} + \ldots + a_n \lambda_0]$$

Denote the expression in square brackets by the symbol $\rho_n$. Suppose that we could show that $\lim_{n \to \infty} \rho_n = 0$. Then we would have

$$\lim_{n \to \infty} C_n = \lim_{n \to \infty} (A_n \cdot \beta + \rho_n)$$

$$= (\lim_{n \to \infty} A_n) \cdot \beta + (\lim_{n \to \infty} \rho_n)$$

$$= \alpha \cdot \beta + 0$$

$$= \alpha \cdot \beta.$$
Thus it is enough to examine the limit of the expressions $\rho_n$.

Since $\sum_{j=1}^{\infty} a_j$ is absolutely convergent, we know that $A = \sum_{j=1}^{\infty} |a_j|$ is a finite number. Choose $\epsilon > 0$. Since $\sum_{j=1}^{\infty} b_j$ converges to $\beta$ it follows that $\lambda_n \to 0$. Thus we may choose an integer $N > 0$ such that $n > N$ implies that $|\lambda_n| < \epsilon$. Thus for $n = N + k, k > 0$, we may estimate

$$|\rho_{N+k}| \leq |\lambda_0 a_{N+k} + \lambda_1 a_{N+k-1} + \ldots + \lambda_N a_k|$$
$$+ |\lambda_{N+1} a_{k-1} + \lambda_{N+2} a_{k-2} + \ldots + \lambda_{N+k} a_0|$$
$$\leq |\lambda_0 a_{N+k} + \lambda_1 a_{N+k-1} + \ldots + \lambda_N a_k|$$
$$+ \max_{p \geq 1} \{ |\lambda_{N+p}| \} \cdot (|a_{k-1}| + |a_{k-2}| + \ldots + |a_0|)$$
$$\leq (N+1) \cdot \max_{\ell \geq k} |a_\ell| \cdot \max_{0 \leq j \leq N} |\lambda_j| + \epsilon \cdot A.$$

With $N$ fixed, we let $k \to \infty$ in the last inequality. Since $\max_{\ell \geq k} |a_\ell| \to 0$, we find that

$$\limsup_{n \to \infty} |\rho_n| \leq \epsilon \cdot A.$$

Since $\epsilon > 0$ was arbitrary, we conclude that

$$\lim_{n \to \infty} |\rho_n| = 0.$$

This completes the proof. \qed

Notice that, in the proof of the theorem, we really only used the fact that one of the given series was absolutely convergent, not that both were absolutely convergent. Some hypothesis of this nature is necessary, as the following example shows:

**Example 4.14**

Consider the Cauchy product of the two conditionally convergent series

$$\sum_{j=0}^{\infty} \frac{(-1)^j}{\sqrt{j+1}} \quad \text{and} \quad \sum_{j=0}^{\infty} \frac{(-1)^j}{\sqrt{j+1}}.$$

Observe that

$$c_m = \frac{(-1)^0 (-1)^m}{\sqrt{1} \sqrt{m+1}} + \frac{(-1)^1 (-1)^{m-1}}{\sqrt{2} \sqrt{m}} + \ldots$$
$$+ \frac{(-1)^m (-1)^0}{\sqrt{m+1} \sqrt{1}}$$
$$= \sum_{j=0}^{m} (-1)^m \frac{1}{\sqrt{(j+1) \cdot (m+1-j)}}.$$
However, for $0 \leq j \leq m$, 
\[(j + 1) \cdot (m + 1 - j) \leq (m + 1) \cdot (m + 1) = (m + 1)^2.\]

Thus 
\[|c_m| \geq \sum_{j=0}^{m} \frac{1}{m+1} = 1.\]

We thus see that the terms of the series $\sum_{m=0}^{\infty} c_m$ do not tend to zero, so the series cannot converge.

**Exercises**

1. Discuss convergence or divergence for each of the following series:

   (a) $\sum_{j=1}^{\infty} \frac{(2j)^2}{j!}$

   (b) $\sum_{j=1}^{\infty} \frac{(2j)!}{(3j)!}$

   (c) $\sum_{j=1}^{\infty} \frac{j!}{j^j}$

   (d) $\sum_{j=1}^{\infty} \frac{(-1)^j}{3j^2 - 5j + 6}$

   (e) $\sum_{j=1}^{\infty} \frac{2j - 1}{3j^2 - 2}$

   (f) $\sum_{j=1}^{\infty} \frac{2j - 1}{3j^3 - 2}$

2. Let $p$ be a polynomial with integer coefficients. Let $b_1 > b_2 > \ldots > 0$ and assume that $b_j \to 0$. Prove that if $(-1)^{p(j)}$ is not always positive and not always negative then in fact it will alternate in sign so that $\sum_{j=1}^{\infty} (-1)^{p(j)} \cdot b_j$ will converge.

3. If $b_j > 0$ for every $j$ and if $\sum_{j=1}^{\infty} b_j$ converges then prove that $\sum_{j=1}^{\infty} (b_j)^2$ converges. Prove that the assertion is false if the positivity hypothesis is omitted. How about third powers?

4. If $b_j > 0$ for every $j$ and if $\sum_{j=1}^{\infty} b_j$ converges then prove that $\sum_{j=1}^{\infty} \frac{1}{1+b_j}$ diverges.

5. If $b_j > 0$ for every $j$ and if $\sum_{j=1}^{\infty} b_j$ converges then prove that $\sum_{j=1}^{\infty} \frac{b_j}{1+b_j}$ converges.

6. Let $p$ be a polynomial with no constant term. If $b_j > 0$ for every $j$ and if $\sum_{j=1}^{\infty} b_j$ converges then prove that the series $\sum_{j=1}^{\infty} p(b_j)$ converges.
7. Assume that $\sum_{j=1}^{\infty} b_j$ is an absolutely convergent series of real numbers. Let $s_j = \sum_{t=1}^{j} b_t$. Discuss convergence or divergence for the series $\sum_{j=1}^{\infty} s_j \cdot b_j$. Discuss convergence or divergence for the series $\sum_{j=1}^{\infty} \frac{b_j}{1+|s_j|}$

8. If $b_j > 0$ for every $j$ and if $\sum_{j=1}^{\infty} b_j$ diverges then define $s_j = \sum_{t=1}^{j} b_t$. Discuss convergence or divergence for the series $\sum_{j=1}^{\infty} b_j^j$.

9. Use induction to prove the formulas provided in the text for the sum of the first $N$ perfect squares, the first $N$ perfect cubes, and the first $N$ perfect fourth powers.

10. Let $\sum_{j=1}^{\infty} b_j$ be a conditionally convergent series of real numbers. Let $\beta$ be a real number. Prove that there is a rearrangement of the series that converges to $\beta$. (Hint: First observe that the positive terms of the given series must form a divergent series. Also, the negative terms form a divergent series. Now build the rearrangement by choosing finitely many positive terms whose sum “just exceeds” $\beta$. Then add on enough negative terms so that the sum is “just less than” $\beta$. Repeat this oscillatory procedure.)

11. Let $\sum_{j=1}^{\infty} a_j$ be a conditionally convergent series of complex numbers. Let $S$ be the set of all possible complex numbers to which the various rearrangements could converge. What forms can $S$ have? (Hint: Experiment!)

12. Follow these steps to give another proof of the Alternating Series Test: a) Prove that the odd partial sums form an increasing sequence; b) Prove that the even partial sums form a decreasing sequence; c) Prove that every even partial sum majorizes all subsequent odd partial sums; d) Use a pinching principle.

13. Examine the series

$$\frac{1}{3} + \frac{1}{5} + \frac{1}{3^2} + \frac{1}{5^2} + \frac{1}{3^3} + \frac{1}{5^3} + \frac{1}{3^4} + \frac{1}{5^4} + \ldots$$

Prove that the Root Test shows that the series converges while the Ratio Test gives no information.

14. Check that both the Root Test and the Ratio Test give no information for the series $\sum_{j=1}^{\infty} \frac{1}{j^2}$, $\sum_{j=1}^{\infty} \frac{1}{j^4}$. However, one of these series is divergent and the other is convergent.

15. A real number $s$ is called algebraic if it satisfies a polynomial equation of the form

$$a_0 + a_1 x + a_2 x^2 + \cdots + a_m x^m = 0$$
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with the coefficients \(a_j\) being integers. Prove that if we replace the word "integers" in this definition with "rational numbers" then the set of algebraic numbers remains the same. Prove that \(n^{p/q}\) is algebraic for any positive integers \(p, q, n\).

* 16. Refer to Exercise 15 for terminology. A real number is called transcendental if it is not algebraic. Prove that the number of algebraic numbers is countable. Explain why this implies that the number of transcendental numbers is uncountable. Thus most real numbers are transcendental; however it is extremely difficult to verify that any particular real number is transcendental.

* 17. Refer to Exercises 15 and 16 for terminology. Provide the details of the following sketch of a proof that Euler's number \(e\) is transcendental. [Note: in this argument we use some simple ideas of calculus. These ideas will be treated in rigorous detail later in the book.] Seeking a contradiction, we suppose that the number \(e\) satisfies a polynomial equation of the form

\[
a_0 + a_1 x + \ldots + a_m x^m = 0
\]

with integer coefficients \(a_j\).

(a) We may assume that \(a_0 \neq 0\).

(b) Let \(p\) be an odd prime that will be specified later. Define

\[
g(x) = \frac{x^{p-1}(x-1)^p \cdots (x-m)^p}{(p-1)!}
\]

and

\[
G(x) = g(x) + g^{(1)}(x) + g^{(2)}(x) + \cdots + g^{(mp+p-1)}(x).
\]

(Here parenthetical exponents denote derivatives.) Verify that

\[
|g(x)| < \frac{m^{mp+p-1}}{(p-1)!}.
\]

(c) Check that

\[
\frac{d}{dx} \{e^{-x}G(x)\} = -e^{-x}g(x)
\]
and thus that
\[ a_j \int_0^j e^{-x} g(x) dx = a_j G(0) - a_j e^{-j} G(j). \]  
\[ (*) \]

(d) Multiply the last equation by \( e^j \), sum from \( j = 0 \) to \( j = m \), and use the polynomial equation that \( e \) satisfies to obtain that
\[ \sum_{j=0}^m a_j e^j \int_0^j e^{-x} g(x) dx = - \sum_{j=0}^m \sum_{i=0}^{mp+p-1} a_j g^{(i)}(j). \]  
\[ (**) \]

(e) Check that \( f^{(i)}(j) \) is an integer for all values of \( i \) and all \( j \) from 0 to \( m \) inclusive.

(f) Referring to the last step, show that in fact \( f^{(i)}(j) \) is an integer divisible by \( p \) except in the case that \( j = 0 \) and \( i = p-1 \).

(g) Check that
\[ f^{(p-1)}(0) = (-1)^p (-2)^p \cdots (-m)^p. \]
Conclude that \( f^{(p-1)}(0) \) is not divisible by \( p \) if \( p > m \).

(h) Check that if \( p > |a_0| \) then the right side of equation (**) consists of a sum of terms each of which is a multiple of \( p \) except for the term \(-a_0 f^{(p-1)}(0)\). It follows that the sum on the right side of (**) is a nonzero integer.

(i) Use equation (*) to check that, provided \( p \) is chosen sufficiently large, the left side of (**) satisfies
\[ \left| \sum_{j=0}^m a_j e^j \int_0^j e^{-x} g(x) dx \right| \]
\[ \leq \left\{ \sum_{j=0}^m |a_j| \right\} e^m \frac{(m^{m+2})^{p-1}}{(p-1)!} < 1. \]
(j) The last two steps contradict each other.

This proof is from [NIV].


19. Prove Theorem 4.5.

20. Let \( \sum_{j=1}^{\infty} a_j \) and \( \sum_{j=1}^{\infty} b_j \) be convergent series of positive real numbers. Discuss division of these two series. Use the idea of the Cauchy product.

21. Let \( \sum_{j=1}^{\infty} a_j \) and \( \sum_{j=1}^{\infty} b_j \) be convergent series of positive real numbers. Discuss convergence of \( \sum_{j=1}^{\infty} a_j b_j \).

22. What can you say about the convergence or divergence of

\[
\sum_{j=1}^{\infty} \frac{(2j + 3)^{1/2} - (2j)^{1/2}}{j^{1/2}}
\]

23. If \( b_j > 0 \) and \( \sum_{j=1}^{\infty} b_j \) converges then prove that

\[
\sum_{j=1}^{\infty} (b_j)^{1/2} \cdot \frac{1}{j^\alpha}
\]

converges for any \( \alpha > 1/2 \). Give an example to show that the assertion is false if \( \alpha = 1/2 \).

24. Let \( a_j \) be a sequence of real numbers. Define

\[
m_j = \frac{a_1 + a_2 + \ldots + a_j}{j}.
\]

Prove that if \( \lim_{j \to \infty} a_j = \ell \) then \( \lim_{j \to \infty} m_j = \ell \). Give an example to show that the converse is not true.

25. Imitate the proof of the Root Test to give a direct proof of the Ratio Test.

* 26. Prove that

\[
\sum_{j=1}^{\infty} \frac{\sin j}{j} \quad \text{and} \quad \sum_{j=1}^{\infty} \frac{\sin^2 j}{j}
\]

are both divergent series.

27. Prove Proposition 4.11(b).
28. Let $\sum_{j=1}^{\infty} a_j$ be a divergent series of positive terms. Prove that there exist numbers $b_j, 0 < b_j < a_j$, such that $\sum_{j=1}^{\infty} b_j$ diverges.

Similarly, let $\sum_{j=1}^{\infty} c_j$ be a convergent series of positive terms. Prove that there exist numbers $d_j, 0 < c_j < d_j$, such that $\sum_{j=1}^{\infty} d_j$ converges.

Thus we see that there is no "smallest" divergent series and no "largest" convergent series.

29. Let $\sum_{j} a_j$ and $\sum_{j} b_j$ be series. Prove that if there is a constant $C > 0$ such that

$$\frac{1}{C} \leq \left| \frac{a_j}{b_j} \right| \leq C$$

for all $j$ large then either both series diverge or both series converge.
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Basic Topology

5.1 Open and Closed Sets

To specify a topology on a set is to describe certain subsets that will play the role of neighborhoods. These sets are called open sets.

In what follows, we will use “interval notation”: If $a \leq b$ are real numbers then we define

$$ (a, b) = \{ x \in \mathbb{R} : a < x < b \} , $$

$$ [a, b] = \{ x \in \mathbb{R} : a \leq x \leq b \} , $$

$$ [a, b) = \{ x \in \mathbb{R} : a \leq x < b \} , $$

$$ (a, b] = \{ x \in \mathbb{R} : a < x \leq b \} . $$

Intervals of the form $(a, b)$ are called open. Those of the form $[a, b]$ are called closed. The other two are termed half-open or half-closed. See Figure 5.1.

Now we extend the terms “open” and “closed” to more general sets.

**Definition 5.1** A set $U \subseteq \mathbb{R}$ is called open if for each $x \in \mathbb{R}$ there is an $\epsilon > 0$ such that the interval $(x - \epsilon, x + \epsilon)$ is contained in $U$. See Figure 5.2.

**Example 5.1**

The set $U = \{ x \in \mathbb{R} : |x - 3| < 2 \}$ is open. To see this, choose a point $x \in U$. Let $\epsilon = 2 - |x - 3| > 0$. Then we claim that the interval $I = (x - \epsilon, x + \epsilon) \subseteq U$.

For if $t \in I$ then

$$ |t - 3| \leq |t - x| + |x - 3| < \epsilon + |x - 3| = (2 - |x - 3|) + |x - 3| = 2. $$
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(a,b)

Figure 5.1. Four types of intervals.

But this means that $t \in U$.

We have shown that $t \in I$ implies $t \in U$. Therefore $I \subseteq U$.

It follows from the definition that $U$ is open.

**Remark 5.1** The way to think about the definition of open set is that a set is open when none of its elements is at the "edge" of the set—each element is surrounded by other elements of the set, indeed a whole interval of them. See Figure 5.3. The remainder of this section will make these comments precise.

**Proposition 5.1**

If $U_\alpha$ are open sets, for $\alpha$ in some (possibly uncountable) index set $A$, then

$$U = \bigcup_{\alpha \in A} U_\alpha$$

is open.

**Proof:** Let $x \in U$. By definition of union, the point $x$ must lie in some

Figure 5.2. The neighborhood $(x - \epsilon, x + \epsilon)$ lies in $(a, b)$. 

$$x - \epsilon \quad x + \epsilon$$

$$a \quad (a, b) \quad x \quad b$$
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U_\alpha. But U_\alpha is open. Therefore there is an interval I = (x - \epsilon, x + \epsilon) such that I \subseteq U_\alpha. Therefore certainly I \subseteq U. This proves that U is open. □

**Proposition 5.2**

If U_1, U_2, ..., U_k are open sets then the set

\[ V = \bigcap_{j=1}^{k} U_j \]

is also open.

**Proof:** Let \( x \in V \). Then \( x \in U_j \) for each \( j \). Since each \( U_j \) is open there is for each \( j \) a positive number \( \epsilon_j \) such that \( I_j = (x - \epsilon_j, x + \epsilon_j) \) lies in \( U_j \). Set \( \epsilon = \min\{\epsilon_1, \ldots, \epsilon_k\} \). Then \( \epsilon > 0 \) and \( (x - \epsilon, x + \epsilon) \subseteq U_j \) for every \( j \). But that just means that \( (x - \epsilon, x + \epsilon) \subseteq V \). Therefore \( V \) is open. □

Notice the difference between these two propositions: arbitrary unions of open sets are open. But, in order to guarantee that an intersection of open sets is still open, we had to assume that we were only intersecting finitely many such sets. To understand this matter bear in mind the example of the open sets

\[ U_j = \left(-\frac{1}{j}, \frac{1}{j}\right). \]

The intersection of the sets \( U_j \) is the singleton \{0\}, which is not open.

The same analysis as in the first example shows that, if \( a < b \), then the interval \( (a, b) \) is an open set. On the other hand, intervals of the form \( (a, b] \) or \([a, b) \) or \([a, b]\) are not open. In the first instance, the point \( b \) is the center of no interval \((b - \epsilon, b + \epsilon)\) contained in \((a, b]\). Think about the other two intervals to understand why they are not open. We call intervals of the form \((a, b)\) open intervals.

We are now in a position to give a complete description of all open sets.
Proposition 5.3
Let $U \subseteq \mathbb{R}$ be an open set. Then there are countably many pairwise disjoint open intervals $I_j$ such that

$$U = \bigcup_{j=1}^{\infty} I_j.$$ 

See Figure 5.4.

Proof: Assume that $U$ is an open subset of the real line. We define an equivalence relation on the set $U$. The resulting equivalence classes will be the open intervals $I_j$.

Let $a$ and $b$ be elements of $U$. We say that $a$ is related to $b$ if all real numbers between $a$ and $b$ are also elements of $U$. It is obvious that this relation is both reflexive and symmetric. For transitivity notice that if $a$ is related to $b$ and $b$ is related to $c$ then (assuming that $a, b, c$ are distinct) one of the numbers $a, b, c$ must lie between the other two. Assume for simplicity that $a < b < c$. Then all numbers between $a$ and $c$ lie in $U$, for all such numbers are either between $a$ and $b$ or between $b$ and $c$ or are $b$ itself. (The other possible orderings of $a, b, c$ are left for you to consider.)

Thus we have an equivalence relation on the set $U$. Call the equivalence classes $\{U_\alpha\}_{\alpha \in A}$. We claim that each $U_\alpha$ is an open interval. In fact if $a, b$ are elements of some $U_\alpha$ then all points between $a$ and $b$ are in $U$. But then a moment's thought shows that each of those "in between" points is related to both $a$ and $b$. Therefore all points between $a$ and $b$ are elements of $U_\alpha$. We conclude that $U_\alpha$ is an interval. Is it an open interval?

Let $x \in U_\alpha$. Then $x \in U$ so that there is an open interval $I = (x - \epsilon, x + \epsilon)$ contained in $U$. But $x$ is related to all the elements of $I$; it follows that $I \subseteq U_\alpha$. Therefore $U_\alpha$ is open.

We have exhibited the set $U$ as a union of open intervals. These intervals are pairwise disjoint because they arise as the equivalence classes of an equivalence relation. Finally, each of these open intervals contains a (different) rational number (why?). Therefore there can be at most countably many of the intervals $U_\alpha$.

Definition 5.2 A subset $F \subseteq \mathbb{R}$ is called closed if the complement $\mathbb{R} \setminus F$ is open. See Figure 5.5.
Example 5.2

An interval of the form \([a, b] = \{x : a \leq x \leq b\}\) is closed. For its complement is \((-\infty, a) \cup (b, \infty)\), which is the union of two open intervals.

The finite set \(A = \{-4, -2, 5, 13\}\) is closed because its complement is

\((-\infty, -4) \cup (-4, -2) \cup (-2, 5) \cup (5, 13) \cup (13, \infty)\)

which is open.

The set \(B = \{1, 1/2, 1/3, 1/4, \ldots\} \cup \{0\}\) is closed, for its complement is the set

\[ (-\infty, 0) \cup \left\{ \bigcup_{j=1}^{\infty} \left( 1/(j+1), 1/j \right) \right\} \cup (1, \infty), \]

which is open.

Verify for yourself that if the point 0 is omitted from the set \(B\) then the set is no longer closed.

\[ \square \]

Proposition 5.4

If \(E_\alpha\) are closed sets, for \(\alpha\) in some (possibly uncountable) index set \(A\), then

\[ E = \bigcap_{\alpha \in A} E_\alpha \]

is closed.

Proof: This is just the contrapositive of Proposition 5.1 above: if \(U_\alpha\) is the complement of \(E_\alpha\), each \(\alpha\), then \(U_\alpha\) is open. Then \(U = \bigcup U_\alpha\) is also open. But then

\[ E = \cap E_\alpha = \cap^c (U_\alpha) = ^c (\cup U_\alpha) = ^c U \]

is closed.

\[ \square \]

The fact that the set \(B\) in the last example is closed, but that \(B\setminus\{0\}\) is not, is placed in perspective by the next proposition:
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Accumulation point

Figure 5.6

Proposition 5.5

Let $S$ be a set of real numbers. Then $S$ is closed if and only if every Cauchy sequence $\{s_j\}$ of elements of $S$ has a limit which is also an element of $S$.

Proof: First suppose that $S$ is closed and let $\{s_j\}$ be a Cauchy sequence in $S$. We know, since the reals are complete, that there is an element $s \in \mathbb{R}$ such that $s_j \to s$. The point of this half of the proof is to see that $s \in S$. If this statement were false then $s \in T = \mathbb{R} \setminus S$. But $T$ must be open since it is the complement of a closed set. Thus there is an $\epsilon > 0$ such that the interval $I = (s - \epsilon, s + \epsilon) \subseteq T$. This means that no element of $S$ lies in $I$. In particular, $|s - s_j| \geq \epsilon$ for every $j$. This contradicts the statement that $s_j \to s$. We conclude that $s \in S$.

Conversely, assume that every Cauchy sequence in $S$ has its limit in $S$. If $S$ were not closed then its complement would not be open. Hence there would be a point $t \in \mathbb{R} \setminus S$ with the property that no interval $(t-\epsilon, t+\epsilon)$ lies in $\mathbb{R} \setminus S$. In other words, $(t-\epsilon, t+\epsilon) \cap S \neq \emptyset$ for every $\epsilon > 0$. Thus for $j = 1, 2, 3, \ldots$ we may choose a point $s_j \in (t-1/j, t+1/j) \cap S$. It follows that $\{s_j\}$ is a sequence of elements of $S$ that converge to $t \in \mathbb{R} \setminus S$. That contradicts our hypothesis. We conclude that $S$ must be closed. □

Let $S$ be a subset of $\mathbb{R}$. A point $x$ is called an accumulation point of $S$ if every neighborhood of $x$ contains infinitely many distinct elements of $S$. See Figure 5.6. In particular, $x$ is an accumulation point of $S$ if it is the limit of a sequence of distinct elements in $S$. The last proposition tells us that closed sets are characterized by the property that they contain all of their accumulation points.

5.2 Further Properties of Open and Closed Sets

Let $S \subseteq \mathbb{R}$ be a set. We call $b \in \mathbb{R}$ a boundary point of $S$ if every nonempty neighborhood $(b - \epsilon, b + \epsilon)$ contains both points of $S$ and points of $\mathbb{R} \setminus S$. See Figure 5.7. We denote the set of boundary points of $S$ by $\partial S$.

A boundary point $b$ might lie in $S$ and might lie in the complement
5.2 Further Properties of Open and Closed Sets

a boundary point

Figure 5.7

of $S$. The next example serves to illustrate the concept:

Example 5.3

Let $S$ be the interval $(0,1)$. Then no point of $(0,1)$ is in the boundary of $S$ since every point of $(0,1)$ has a neighborhood that lies entirely inside $(0,1)$. See Figure 5.8. Also, no point of the complement of $[0,1]$ lies in the boundary of $S$ for a similar reason. Indeed, the only candidates for elements of the boundary of $S$ are 0 and 1. The point 0 is an element of the boundary since every neighborhood $(0 - \epsilon, 0 + \epsilon)$ contains the points $(0, \epsilon) \subseteq S$ and points $(-\epsilon, 0] \subseteq \mathbb{R} \setminus S$. A similar calculation shows that 1 lies in the boundary of $S$.

Now consider the set $T = [0,1]$. Certainly there are no boundary points in $(0,1)$, for the same reason as in the first paragraph. And there are no boundary points in $\mathbb{R} \setminus [0,1]$, since that set is open. Thus the only candidates for elements of the boundary are 0 and 1. As in the first paragraph, these are both indeed boundary points for $T$. See Figure 5.9.

Notice that neither of the boundary points of $S$ lie in $S$ while both of the boundary points of $T$ lie in $T$. 

Figure 5.9. Every boundary point of $T$ lies in $T$. 

Figure 5.8. No boundary point of $S$ lies in $S$. 

Figure 5.9. Every boundary point of $T$ lies in $T$. 

Diagram: 

- Figure 5.7 shows a boundary point. 
- Figure 5.8 illustrates that no boundary point of $S$ lies in $S$. 
- Figure 5.9 demonstrates that every boundary point of $T$ lies in $T$. 

Notice the use of arrows and boundary points marked with circles to visually represent the concepts described.
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Example 5.4

The boundary of the set $\mathbb{Q}$ is the entire real line. For if $x$ is any element of $\mathbb{R}$ then every interval $(x - \epsilon, x + \epsilon)$ contains both rational numbers and irrational numbers.

The union of a set $S$ with its boundary is called the closure of $S$, denoted $\overline{S}$. The next example illustrates the concept.

Example 5.5

Let $S$ be the set of rational numbers in the interval $[0, 1]$. Then the closure $\overline{S}$ of $S$ is the entire interval $[0, 1]$.

Let $T$ be the open interval $(0, 1)$. Then the closure $\overline{T}$ of $T$ is the closed interval $[0, 1]$.

Definition 5.3

A point $s \in S$ is called an interior point of $S$ if there is an $\epsilon > 0$ such that the interval $(s - \epsilon, s + \epsilon)$ lies in $S$. See Figure 5.10. We call the set of all interior points the interior of $S$, and we denote this set by $\overset{\circ}{S}$.

A point $t \in S$ is called an isolated point of $S$ if there is an $\epsilon > 0$ such that the intersection of the interval $(t - \epsilon, t + \epsilon)$ with $S$ is just the singleton $\{t\}$. See Figure 5.11.

By the definitions given here, an isolated point of a set $S \subseteq \mathbb{R}$ is a boundary point. For any interval $(s - \epsilon, s + \epsilon)$ contains a point of $S$ (namely $s$ itself) and points of $\mathbb{R} \setminus S$ (since $s$ is isolated).

Proposition 5.6

Let $S \subseteq \mathbb{R}$. Then each point of $S$ is either an interior point or a boundary point.
5.2 Further Properties of Open and Closed Sets

Proof: Fix \( s \in S \). If \( s \) is not an interior point then no open interval centered at \( s \) contains only elements of \( s \). Thus any interval centered at \( s \) contains an element of \( S \) (namely \( s \) itself) and also contains points of \( \mathbb{R} \setminus S \). Thus \( s \) is a boundary point of \( S \). \( \square \)

Example 5.6

Let \( S = [0, 1] \). Then the interior points of \( S \) are the elements of \((0, 1)\). The boundary points of \( S \) are the points 0 and 1. The set \( S \) has no isolated points.

Let \( T = \{1, 1/2, 1/3, \ldots\} \cup \{0\} \). Then the points 1, 1/2, 1/3, \ldots are isolated points of \( T \). The point 0 is an accumulation point of \( T \). Every element of \( T \) is a boundary point, and there are no others. \( \square \)

REMARK 5.2 Observe that the interior points of a set \( S \) are elements of \( S \)—by their very definition. Also isolated points of \( S \) are elements of \( S \). However, a boundary point of \( S \) may or may not be an element of \( S \).

If \( x \) is an accumulation point of \( S \) then every open neighborhood of \( x \) contains infinitely many elements of \( S \). Hence \( x \) is either a boundary point of \( S \) or an interior point of \( S \); it cannot be an isolated point of \( S \). \( \blacksquare \)

Proposition 5.7

Let \( S \) be a subset of the real numbers. Then the boundary of \( S \) equals the boundary of \( \mathbb{R} \setminus S \).

Proof: Obvious. \( \square \)

The next theorem allows us to use the concept of boundary to distinguish open sets from closed sets.

Theorem 5.1

A closed set contains all of its boundary points. An open set contains none of its boundary points.

Proof: Let \( S \) be closed and let \( x \) be an element of its boundary. If every neighborhood of \( x \) contains points of \( S \) other than \( x \) itself then \( x \) is an accumulation point of \( S \) hence \( x \in S \). If not every neighborhood of \( x \) contains points of \( S \) other than \( x \) itself, then there is an \( \epsilon > 0 \) such that
The only way that \( x \) can be an element of \( \partial S \) in this circumstance is if \( x \in S \). That is what we wished to prove.

For the other half of the theorem notice that if \( T \) is open then \( ^cT \) is closed. But then \( ^cT \) will contain all its boundary points, which are the same as the boundary points of \( T \) itself. Thus \( T \) can contain none of its boundary points. 

\[ \quad \]

**Proposition 5.8**

Every nonisolated boundary point of a set \( S \) is an accumulation point of the set \( S \).

**Proof:** This proof is treated in the exercises. 

The converse of the last proposition is false. For example, every point of the set \([0, 1]\) is an accumulation point of the set, yet only 0 and 1 are boundary points.

**Definition 5.4**  A subset \( S \) of the real numbers is called bounded if there is a positive number \( M \) such that \( |s| \leq M \) for every element \( s \) of \( S \). See Figure 5.12.

The next result is one of the great theorems of nineteenth century analysis. It is essentially a restatement of the Bolzano-Weierstrass theorem of Section 3.2.

**Theorem 5.2** [Bolzano-Weierstrass]

Every bounded, infinite subset of \( \mathbb{R} \) has an accumulation point.

**Proof:** Let \( S \) be a bounded, infinite set of real numbers. Let \( \{a_j\} \) be a sequence of distinct elements of \( S \). By Theorem 3.2, there is a subsequence \( \{a_{j_k}\} \) that converges to a limit \( \alpha \). Then \( \alpha \) is an accumulation point of \( S \).
Corollary 5.1
Let \( S \subseteq \mathbb{R} \) be a closed and bounded set. If \( \{a_j\} \) is any sequence in \( S \), then there is a Cauchy subsequence \( \{a_{j_k}\} \) that converges to an element of \( S \).

**Proof:** Merely combine the Bolzano-Weierstrass theorem with Proposition 5.5 of the last section.

\[ \square \]

5.3 **Compact Sets**

Compact sets are sets (usually infinite) which share many of the most important properties of finite sets. They play an important role in real analysis.

**Definition 5.5**  A set \( S \subseteq \mathbb{R} \) is called compact if every sequence in \( S \) has a subsequence that converges to an element of \( S \).

**Proposition 5.9**  A set is compact if and only if it is closed and bounded.

**Proof:** That a closed, bounded set has the property of compactness is the content of Theorem 5.2 and Proposition 5.5.

Now let \( S \) be a set that is compact. If \( S \) is not bounded, then there is an element \( a_1 \) of \( S \) that has absolute value larger than 1. Also there must be an element \( a_2 \) of \( S \) that has absolute value larger than 2. Continuing, we find elements \( a_j \in S \) satisfying

\[ |a_j| > j \]

for each \( j \). But then no subsequence of the sequence \( \{a_j\} \) can be Cauchy. This contradiction shows that \( S \) must be bounded.

If \( S \) is compact but \( S \) is not closed, then there is a point \( x \) which is the limit of a sequence \( \{a_j\} \subseteq S \) but which is not itself in \( S \). But every sequence in \( S \) is, by definition of "compact," supposed to have a subsequence converging to an element of \( S \). For the sequence \( \{a_j\} \) that we are considering, \( x \) is the only candidate for the limit of a subsequence. Thus it must be that \( x \in S \). That contradiction establishes that \( S \) is closed. \( \square \)

In the abstract theory of topology (where there is no notion of distance), sequences cannot be used to characterize topological properties. Therefore a different definition of compactness is used. For interest's sake, and for future use, we now show that the definition of compactness
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that we have been discussing is equivalent to the one used in topology theory. First we need a new definition.

**Definition 5.6** Let \( S \) be a subset of the real numbers. A collection of open sets \( \{ \mathcal{O}_\alpha \}_{\alpha \in A} \) (each \( \mathcal{O}_\alpha \) is an open set of real numbers) is called an open covering of \( S \) if

\[
\bigcup_{\alpha \in A} \mathcal{O}_\alpha \supseteq S.
\]

See Figure 5.13.

**Example 5.7**

The collection \( \mathcal{C} = \{ (1/j, 1) \}_{j=1}^{\infty} \) is an open covering of the interval \( I = (0, 1) \). Observe, however, that no subcollection of \( \mathcal{C} \) covers \( I \).

The collection \( \mathcal{D} = \{ (1/j, 1) \}_{j=1}^{\infty} \cup \{ (1/5, 1/5), (4/5, 6/5) \} \) is an open covering of the interval \( J = [0, 1] \). However, not all the elements \( \mathcal{D} \) are actually needed to cover \( J \). In fact

\[
(1/5, 1/5), (1/6, 1), (4/5, 6/5)
\]

cover the interval \( J \).

It is the distinction displayed in this example that distinguishes compact sets from the point of view of topology. To understand the point, we need another definition:

**Definition 5.7** If \( \mathcal{C} \) is an open covering of a set \( S \) and if \( \mathcal{D} \) is another open covering of \( S \) such that each element of \( \mathcal{D} \) is also an element of \( \mathcal{C} \) then we call \( \mathcal{D} \) a subcovering of \( \mathcal{C} \).

We call \( \mathcal{D} \) a finite subcovering if \( \mathcal{D} \) has just finitely many elements.

**Example 5.8**

The collection of intervals

\[
\mathcal{C} = \{ (j - 1, j + 1) \}_{j=1}^{\infty}
\]

is a subcovering of \( \mathcal{C} \).
is an open covering of the set \( S = [5, 9] \). The collection
\[
\mathcal{D} = \{(j - 1, j + 1)\}_{j=5}^\infty
\]
is a subcovering.

However, the collection
\[
\mathcal{E} = \{(4, 6), (5, 7), (6, 8), (7, 9), (8, 10)\}
\]
is a finite subcovering.

**Theorem 5.3** [The Heine-Borel Theorem]
A set \( S \subseteq \mathbb{R} \) is compact if and only if every open covering \( \mathcal{C} = \{\mathcal{O}_\alpha\}_{\alpha \in A} \) of \( S \) has a finite subcovering.

**Proof:** Assume that \( S \) is a compact set and let \( \mathcal{C} = \{\mathcal{O}_\alpha\}_{\alpha \in A} \) be an open covering of \( S \).

By Proposition 5.9, \( S \) is closed and bounded. Therefore it holds that \( a = \inf S \) is a finite real number, and an element of \( S \). Likewise, \( b = \sup S \) is a finite real number and an element of \( S \). Write \( I = [a, b] \).

Set
\[
A = \{x \in I : \mathcal{C} \text{ contains a finite subcover that covers } S \cap [a, x]\}.
\]

Then \( A \) is nonempty since \( a \in A \). Let \( t = \sup A \). Then some element \( \mathcal{O}_0 \) of \( \mathcal{C} \) contains \( t \). Let \( s \) be an element of \( \mathcal{O}_0 \) to the left of \( t \). Then, by the definition of \( t \), \( s \) is an element of \( A \). So there is a finite subcovering \( \mathcal{C}' \) of \( \mathcal{C} \) that covers \( [a, s] \cap S \). But then \( \mathcal{D} = \mathcal{C}' \cup \{\mathcal{O}_0\} \) covers \( [a, t] \cap S \), showing that \( t = \sup A \) lies in \( A \). But in fact \( \mathcal{D} \) even covers points to the right of \( t \). Thus \( t \) cannot be the supremum of \( A \) unless \( t = b \).

We have learned that \( t \) must be the point \( b \) itself and that therefore \( b \in A \). But that says that \( S \cap [a, b] = S \) can be covered by finitely many of the elements of \( \mathcal{C} \). That is what we wished to prove.

For the converse, assume that every open covering of \( S \) has a finite subcovering. Let \( \{a_j\} \) be a sequence in \( S \). Assume, seeking a contradiction, that the sequence has no subsequence that converges to an element of \( S \). This must mean that for every \( s \in S \) there is an \( \varepsilon_s > 0 \) such that no element of the sequence satisfies \( 0 < |a_j - s| < \varepsilon_s \). Let \( I_s = (s - \varepsilon_s, s + \varepsilon_s) \). The collection \( \mathcal{C} = \{I_s\} \) is then an open covering of the set \( S \). By hypothesis, there exists a finite subcovering \( I_{s_1}, \ldots, I_{s_n} \) of open intervals that cover \( S \). But each \( I_{s_t} \) could only contain at most one element of the sequence \( \{a_j\} \)—namely \( s_t \) itself. We conclude that the sequence has only finitely many distinct elements, a clear contradiction. Thus the sequence does have a convergent subsequence. \( \square \)
Example 5.9

If \( A \subset B \) and both sets are nonempty then \( A \cap B = A \neq \emptyset \). A similar assertion holds when intersecting \textit{finitely many} nonempty sets \( A_1 \supseteq A_2 \supseteq \ldots \supseteq A_k \); it holds in this circumstance that \( \cap_{j=1}^k A_j = A_k \).

However, it is possible to have infinitely many nonempty nested sets with null intersection. An example is the sets \( I_j = (0, 1/j) \). Certainly \( I_j \supseteq I_{j+1} \) for all \( j \) yet

\[
\bigcap_{j=1}^\infty I_j = \emptyset.
\]

By contrast, if we take \( K_j = [0, 1/j] \) then

\[
\bigcap_{j=1}^\infty K_j = \{0\}.
\]

The next proposition shows that compact sets have the intuitively appealing property of the \( K_j \)s rather than the unsettling property of the \( I_j \)s.

\[ \square \]

Proposition 5.10

Let

\[
K_1 \supseteq K_2 \supseteq \ldots \supseteq K_j \supseteq \ldots
\]

be nonempty compact sets of real numbers. Set

\[
\mathcal{K} = \bigcap_{j=1}^\infty K_j.
\]

Then \( \mathcal{K} \) is compact and \( \mathcal{K} \neq \emptyset \).

\[ \text{Proof:} \] Each \( K_j \) is closed and bounded hence \( \mathcal{K} \) is closed and bounded. Thus \( \mathcal{K} \) is compact. Let \( x_j \in K_j \), each \( j \). Then \( \{x_j\} \subseteq K_1 \). By compactness, there is a convergent subsequence \( \{x_{j_k}\} \) with limit \( x_0 \in K_1 \). However \( \{x_{j_k}\}_{k=2}^\infty \subseteq K_2 \). Thus \( x_0 \in K_2 \). Similar reasoning shows that \( x_0 \in K_m \) for all \( m = 1, 2, \ldots \). In conclusion, \( x_0 \in \cap_j K_j = \mathcal{K} \).

\[ \square \]

5.4 The Cantor Set

In this section we describe the construction of a remarkable subset of \( \mathbb{R} \) with many pathological properties. It only begins to suggest the richness of the structure of the real number system.
We begin with the unit interval $S_0 = [0, 1)$. We extract from $S_0$ its open middle third; thus $S_1 = S_0 \setminus (1/3, 2/3)$. Observe that $S_1$ consists of two closed intervals of equal length $1/3$. See Figure 5.14.

Now we construct $S_2$ from $S_1$ by extracting from each of its two intervals the middle third: $S_2 = [0, 1/9] \cup [2/9, 3/9] \cup [6/9, 7/9] \cup [8/9, 1]$. Figure 5.15 shows $S_2$.

Continuing in this fashion, we construct $S_{j+1}$ from $S_j$ by extracting the middle third from each of its component subintervals. We define the Cantor set $C$ to be

$$C = \bigcap_{j=1}^{\infty} S_j.$$  

Notice that each of the sets $S_j$ is closed and bounded, hence compact. By Proposition 5.10 of the last section, $C$ is therefore not empty. The set $C$ is closed and bounded, hence compact.

**Proposition 5.11**

The Cantor set $C$ has zero length, in the sense that the complementary set $[0, 1] \setminus C$ has length 1.

**Proof:** In the construction of $S_1$, we removed from the unit interval one interval of length $3^{-1}$. In constructing $S_2$, we further removed two intervals of length $3^{-2}$. In constructing $S_j$, we removed $2^{j-1}$ intervals of length $3^{-j}$. Thus the total length of the intervals removed from the unit interval is

$$\sum_{j=1}^{\infty} 2^{j-1} \cdot 3^{-j}.$$  

This last equals

$$\frac{1}{3} \sum_{j=0}^{\infty} \left(\frac{2}{3}\right)^j.$$  

The geometric series sums easily and we find that the total length of the
intervals removed is
\[
\frac{1}{3} \left( \frac{1}{1 - 2/3} \right) = 1.
\]
Thus the Cantor set has length zero because its complement in the unit interval has length one.

**Proposition 5.12**

The Cantor set is uncountable.

**Proof:** We assign to each element of the Cantor set a "label" consisting of a sequence of 0s and 1s that identifies its location in the set.

Fix an element \( x \) in the Cantor set. Then certainly \( x \) is in \( S_1 \). If \( x \) is in the left half of \( S_1 \), then the first digit in the "label" of \( x \) is 0; otherwise it is 1. Likewise \( x \in S_2 \). By the first part of this argument, it is either in the left half \( S_{21} \) of \( S_2 \) (when the first digit in the label is 0) or the right half \( S_{22} \) of \( S_2 \) (when the first digit of the label is 1). Whichever of these is correct, that half will consist of two intervals of length \( 3^{-2} \). If \( x \) is in the leftmost of these two intervals then the second digit of the "label" of \( x \) is 0. Otherwise the second digit is 1. Continuing in this fashion, we may assign to \( x \) an infinite sequence of 0s and 1s.

Conversely, if \( a, b, c, \ldots \) is a sequence of 0s and 1s, then we may locate a unique corresponding element \( y \) of the Cantor set. If the first digit is a zero then \( y \) is in the left half of \( S_1 \); otherwise \( y \) is in the right half of \( S_1 \). Likewise the second digit locates \( y \) within \( S_2 \), and so forth.

Thus we have a one-to-one correspondence between the Cantor set and the collection of all infinite sequences of zeroes and ones. [Notice that we are in effect thinking of the point assigned to a sequence \( c_1 c_2 c_3 \ldots \) of 0s and 1s as the limit of the points assigned to \( c_1, c_1 c_2, c_1 c_2 c_3, \ldots \). Thus we are using the fact that \( C \) is closed.] However, as we learned in Chapter 1, the set of all infinite sequences of zeroes and ones is uncountable. Thus the Cantor set is uncountable.

The Cantor set is quite thin (it has zero length) but it is large in the sense that it has uncountably many elements. Also it is compact. The next result reveals a surprising, and not generally well known, property of this "thin" set:

**Theorem 5.4**

Let \( C \) be the Cantor set and define

\[
S = \{ x + y : x \in C, y \in C \}.
\]
Then $S = [0, 2]$.

**Proof:** We sketch the proof here and treat the details in the exercises.

Since $C \subseteq [0, 1]$ it is clear that $S \subseteq [0, 2]$. For the reverse inclusion, fix an element $t \in [0, 2]$. Our job is to find two elements $c$ and $d$ in $C$ such that $c + d = t$.

First observe that $\{x + y : x \in S_1, y \in S_1 \} = [0, 2]$. Therefore there exist $x_1 \in S_1$ and $y_1 \in S_1$ such that $x_1 + y_1 = t$. Similarly, $\{x + y : x \in S_2, y \in S_2 \} = [0, 2]$. Therefore there exist $x_2 \in S_2$ and $y_2 \in S_2$ such that $x_2 + y_2 = t$.

Continuing in this fashion we may find for each $j$ numbers $x_j$ and $y_j$ such that $x_j, y_j \in S_j$ and $x_j + y_j = t$. Of course $\{x_j\} \subseteq C$ and $\{y_j\} \subseteq C$ hence there are subsequences $\{x_{j_k}\}$ and $\{y_{j_k}\}$ which converge to real numbers $c$ and $d$ respectively. Since $C$ is compact, we can be sure that $c \in C$ and $d \in C$. But the operation of addition respects limits, thus we may pass to the limit as $k \to \infty$ in the equation

$$x_{j_k} + y_{j_k} = t$$

to obtain

$$c + d = t.$$ 

Therefore $[0, 2] \subseteq \{x + y : x \in C\}$. This completes the proof. 

In the exercises at the end of the chapter we shall explore constructions of other Cantor sets, some of which have zero length and some of which have positive length. The Cantor set that we have discussed in detail in the present section is sometimes distinguished with the name "the Cantor ternary set." We shall also consider in the exercises other ways to construct the Cantor ternary set.

Observe that, whereas any open set is the union of open intervals, the existence of the Cantor set shows us that there is no such structure theorem for closed sets. In fact closed intervals are atypically simple when considered as examples of closed sets.

### 5.5 Connected and Disconnected Sets

Let $S$ be a set of real numbers. We say that $S$ is *disconnected* if it is possible to find a pair of open sets $U$ and $V$ such that

$$U \cap S \neq \emptyset, V \cap S \neq \emptyset,$$

$$(U \cap S) \cap (V \cap S) = \emptyset,$$
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a disconnected set

Figure 5.16

and

\[ S = (U \cap S) \cup (V \cap S) . \]

See Figure 5.16. If no such \( U \) and \( V \) exist then we call \( S \) connected.

Example 5.10

The set \( T = \{ x \in \mathbb{R} : |x| < 1, x \neq 0 \} \) is disconnected. For take \( U = \{ x : x < 0 \} \) and \( V = \{ x : x > 0 \} \). Then

\[ U \cap T = \{ x : -1 < x < 0 \} \neq \emptyset \]

and

\[ V \cap T = \{ x : 0 < x < 1 \} \neq \emptyset . \]

Also \( (U \cap T) \cap (V \cap T) = \emptyset \). Clearly \( T = (U \cap T) \cup (V \cap T) \), hence \( T \) is disconnected.

Example 5.11

The set \( X = [-1, 1] \) is connected. To see this, suppose to the contrary that there exist open sets \( U \) and \( V \) such that \( U \cap X \neq \emptyset, V \cap X \neq \emptyset, (U \cap X) \cap (V \cap X) = \emptyset \), and

\[ S = (U \cap X) \cup (V \cap X) . \]

Choose \( a \in U \cap X \) and \( b \in V \cap X \). Set

\[ \alpha = \sup (U \cap [a, b]) . \]

Now \( [a, b] \subseteq X \) hence \( U \cap [a, b] \) is disjoint from \( V \). Thus \( \alpha \leq b \). But \( \bar{V} \) is closed hence \( \alpha \notin V \). It follows that \( \alpha < b \).

If \( \alpha \in U \) then, because \( U \) is open, there exists an \( \tilde{\alpha} \in U \) such that \( \alpha < \tilde{\alpha} < b \). This would mean that we chose \( \alpha \) incorrectly.

Hence \( \alpha \notin U \). But \( \alpha \notin U \) and \( \alpha \notin V \) means \( \alpha \notin X \). On the other other hand, \( \alpha \) is the supremum of a subset of \( X \) (since \( a \in X, b \in X \), and \( X \) is an interval). Since \( X \) is a closed interval, we conclude that \( \alpha \in X \). This contradiction shows that \( X \) must be connected.

With small modifications, the discussion in the last example demonstrates that any closed interval is connected (Exercise 11). See Figure 5.17. Also (see Exercise 12), we may similarly see that any open interval or half-open interval is connected. In fact the converse is true as well:
Theorem 5.5
If \( S \) is a connected subset of \( \mathbb{R} \) then \( S \) is an interval.

Proof: If \( S \) is not an interval then there exist \( a \in S, b \in S \) and a point \( t \) between \( a \) and \( b \) such that \( t \not\in S \). Define \( U = \{ x \in \mathbb{R} : x < t \} \) and \( V = \{ x \in \mathbb{R} : t < x \} \). Then \( U \) and \( V \) are open and disjoint, \( U \cap S \neq \emptyset \), \( V \cap S \neq \emptyset \), and
\[
S = (U \cap S) \cup (V \cap S) .
\]
Thus \( S \) is disconnected.

We have proved the contrapositive of the statement of the theorem, hence we are finished.

The Cantor set is not connected; indeed it is disconnected in a special sense. Call a set \( S \) totally disconnected if for each distinct \( x \in S, y \in S \), there exist disjoint open sets \( U \) and \( V \) such that \( x \in U, y \in V \), and \( S = (U \cap S) \cup (V \cap S) \).

Proposition 5.13
The Cantor set is totally disconnected.

Proof: Let \( x, y \in C \) be distinct and assume that \( x < y \). Set \( \delta = |x - y| \). Choose \( j \) so large that \( 3^{-j} < \delta \). Then \( x, y \in S_j \), but \( x \) and \( y \) cannot both be in the same interval of \( S_j \) (since the intervals will of length equal to \( 3^{-j} \)). It follows that there is a point \( t \) between \( x \) and \( y \) that is not an element of \( S_j \), hence certainly not an element of \( C \). Set \( U = \{ s : s < t \} \) and \( V = \{ s : s > t \} \). Then \( x \in U \cap C \) hence \( U \cap C \neq \emptyset \); likewise \( V \cap C \neq \emptyset \). Also \( (U \cap C) \cap (V \cap C) = \emptyset \). Finally \( C = (C \cap U) \cup (C \cap V) \). Thus \( C \) is totally disconnected.

5.6 Perfect Sets
A set \( S \subseteq \mathbb{R} \) is called perfect if it is closed and if every point of \( S \) is an accumulation point of \( S \). The property of being perfect is a rather special one: it means that the set has no isolated points.

Obviously a closed interval \([a, b]\) is perfect. After all, a point \( x \) in the interior of the interval is surrounded by an entire open interval \((x-\epsilon, x+\epsilon)\) of elements of the interval; moreover \( a \) is the limit of elements from the right and \( b \) is the limit of elements from the left.
Perhaps more surprising is that the Cantor set, a totally disconnected set, is perfect. It is certainly closed. Now fix \( x \in C \). Then certainly \( x \in S_1 \). Thus \( x \) is in one of the two intervals composing \( S_1 \). One (or perhaps both) of the endpoints of that interval does not equal \( x \). Call that endpoint \( a_1 \). Likewise \( x \in S_2 \). Therefore \( x \) lies in one of the intervals of \( S_2 \). Choose an endpoint \( a_2 \) of that interval which does not equal \( x \). Continuing in this fashion, we construct a sequence \( \{a_j\} \). Notice that each of the elements of this sequence lies in the Cantor set (why?). Finally, \( |x - a_j| \leq 3^{-j} \) for each \( j \). Therefore \( x \) is the limit of the sequence. We have thus proved that the Cantor set is perfect.

The fundamental theorem about perfect sets tells us that such a set must be rather large. We have

**Theorem 5.6**

A nonempty perfect set must be uncountable.

**Proof:** Let \( S \) be a perfect set. Since \( S \) has accumulation points, it cannot be finite. Therefore it is either countable or uncountable.

Seeking a contradiction, we suppose that \( S \) is countable. Write \( S = \{s_1, s_2, \ldots\} \). Set \( U_1 = (s_1 - 1, s_1 + 1) \). Then \( U_1 \) is a neighborhood of \( s_1 \). Now \( s_1 \) is a limit point of \( S \) so there must be infinitely many elements of \( S \) lying in \( U_1 \). We select a bounded open interval \( U_2 \) such that \( U_2 \subseteq U_1, \overline{U_2} \) does not contain \( s_1 \), and \( U_2 \) does contain some element of \( S \).

Continuing in this fashion, assume that \( s_1, \ldots, s_j \) have been selected and choose a bounded interval \( U_{j+1} \) such that \( (i) \overline{U_{j+1}} \subseteq U_j, (ii) s_j \notin \overline{U_{j+1}} \), and \( (iii) U_{j+1} \) contains some element of \( S \).

Observe that each set \( V_j = U_j \cap S \) is closed and bounded, hence compact. Also each \( V_j \) is nonempty by construction but \( V_j \) does not contain \( s_{j-1} \). It follows that \( V = \cap_j V_j \) cannot contain \( s_1 \) (since \( V_2 \) does not), cannot contain \( s_2 \) (since \( V_3 \) does not), indeed cannot contain any element of \( S \). Hence \( V \), being a subset of \( S \), is empty. But \( V \) is the decreasing intersection of nonempty compact sets, hence cannot be empty!

This contradiction shows that \( S \) cannot be countable. So it must be uncountable.

**Corollary 5.2**

If \( a < b \) then the closed interval \([a, b]\) is uncountable.

**Proof:** The interval \([a, b]\) is perfect.
We also have a new way of seeing that the Cantor set is uncountable, since it is perfect:

**Corollary 5.3**

The Cantor set is uncountable.

**Exercises**

1. Let $S$ be any set of real numbers. Prove that $\overset{0}{S}$ is open. Prove that $S$ is open if and only if $S$ equals its interior.

2. Let $S$ be any set of real numbers. Prove that $S \subseteq \overline{S}$. Prove that $\overline{S}$ is a closed set. Prove that $\overline{S} \setminus \overset{0}{S}$ is the boundary of $S$.

3. Let $K$ be a compact set and let $U$ be an open set that contains $K$. Prove that there is an $\epsilon > 0$ such that if $k \in K$ then the interval $(k - \epsilon, k + \epsilon)$ is contained in $U$.

4. Let $S$ be any set and $\epsilon > 0$. Define $T = \{t \in \mathbb{R} : |t - s| < \epsilon$ for some $s \in S\}$. Prove that $T$ is open.

5. Let $S$ be any set and define $V = \{t \in \mathbb{R} : |t - s| \leq 1$ for some $s \in S\}$. Is $V$ necessarily closed?

* 6. Fix the sequence $a_j = 3^{-j}, j = 1, 2, \ldots$. Consider the set $S$ of all sums

$$\sum_{j=1}^{\infty} \mu_j a_j,$$

where each $\mu_j$ is one of the numbers 0 or 2. Show that $S$ is the Cantor set. If $s$ is an element of $S$, $s = \sum \mu_j a_j$, and if $\mu_j = 0$ for all $j$ sufficiently large, then show that $s$ is an endpoint of one of the intervals in one of the sets $S_j$ that were used to construct the Cantor set in the text.

* 7. Discuss which sequences $a_j$ of positive numbers could be used as in Exercise 6 to construct sets which are like the Cantor set.

8. Let us examine the proof that $\{x + y : x \in C, y \in C\}$ equals $[0, 2]$ more carefully.

a) Prove for each $j$ that $\{x + y : x \in S_j, y \in S_j\}$ equals the interval $[0, 2]$. 
b) Explain how the subsequences \( \{x_{j_k}\} \) and \( y_{j_k} \) can be chosen to satisfy \( x_{j_k} + y_{j_k} = t \). Observe that it is important for the proof that the index \( j_k \) be the same for both subsequences.

c) Formulate a suitable statement concerning the assertion that the binary operation of addition "respects limits" as required in the argument in the text. Prove this statement and explain how it allows us to pass to the limit in the equation \( x_{j_k} + y_{j_k} = t \).

9. Use the characterization of the Cantor set from Exercise 6 to give a new proof of the fact that \( \{x + y : x \in C, y \in C\} \) equals the interval \([0, 2]\).

10. See Exercises 1 and 2 for terminology. Call a set \( S \) robust if it is the closure of its interior. Which sets of reals are robust?

11. Imitate the example in the text to prove that any closed interval is connected.

12. Imitate the example in the text to prove that any open interval or half-open interval is connected.

13. Construct a Cantor-like set by removing the middle fifth from the unit interval, removing the middle fifth of each of the remaining intervals, and so on. What is the length of the set that you construct in this fashion? Is it uncountable? Is it perfect? Is it different from the Cantor set constructed in the text?

14. Refer to Exercise 13. Construct a Cantor set by removing the middle third from the unit interval, removing the middle ninth (not the middle third as in the text) from each of the remaining intervals, removing the middle twenty-seventh from each of the remaining intervals after that, and so on. The Cantor-like set that results should have positive length. What is that length? Does this Cantor set have the other properties of the Cantor set constructed in the text?

* 15. Refer to Exercises 13 and 14. Let \( 0 < \alpha < 1 \). Construct a Cantor-like set that has length \( \alpha \). Verify that this set has all the properties of the Cantor set that were discussed in the text.

16. Let \( X_1, X_2, \ldots \) each be perfect sets and suppose that \( X_1 \supseteq X_2 \supseteq \ldots \). Set \( X = \cap_j X_j \). Is \( X \) perfect?

17. Give an example of nonempty closed sets \( X_1 \supseteq X_2 \supseteq \ldots \) such that \( \cap_j X_j = \emptyset \).
18. Give an example of nonempty closed sets $X_1 \subseteq X_2 \ldots$ such that $\bigcup_j X_j$ is open.

19. Give an example of open sets $U_1 \supseteq U_2 \ldots$ such that $\bigcap_j U_j$ is closed and nonempty.

20. Give an example of a totally disconnected set $S \subseteq [0, 1]$ such that $\overline{S} = [0, 1]$.

21. What is the interior of the Cantor set? What is the boundary of the Cantor set?

22. Write the real line as the union of two totally disconnected sets.

23. Construct a sequence $\alpha$ of real numbers with the property that for every $x \in \mathbb{R}$ there is a subsequence of $\alpha$ that converges to $x$.

*24. Let $S_1, S_2, \ldots$ be closed sets and assume that $\bigcup_j S_j = \mathbb{R}$. Prove that at least one of the sets $S_j$ has nonempty interior. (Hint: Use an idea from the proof that perfect sets are uncountable.)

25. Let $K$ be a compact set and let $\{U_\alpha\}_{\alpha \in A}$ be an open covering of $K$. Prove that there is an $\epsilon > 0$ such that if $k \in K$ then the interval $(k - \epsilon, k + \epsilon)$ lies in some $U_\alpha$.

26. Let $U_1 \subseteq U_2 \ldots$ be open sets and assume that each of these sets has bounded, nonempty complement. Prove that $\bigcup_j U_j \neq \mathbb{R}$.

27. Exhibit a countable collection of open sets $U_j$ such that each open set $O \subseteq \mathbb{R}$ can be written as a union of some of the sets $U_j$.

*28. Let $S$ be a nonempty set of real numbers. A point $x$ is called a condensation point of $S$ if every neighborhood of $x$ contains uncountably many points of $S$. Prove that the set of condensation points of $S$ is closed. Is it necessarily nonempty? Is it nonempty when $S$ is uncountable?

If $T$ is an uncountable set then show that the set of its condensation points is perfect.

29. Prove that any closed set can be written as the union of a perfect set and a countable set. (Hint: Refer to Exercise 28.)

30. Let $S$ be an uncountable subset of $\mathbb{R}$. Prove that $S$ must have infinitely many accumulation points. Must it have uncountably many?
31. Let $S$ be a compact set and $T$ a closed set of real numbers. Assume that $S \cap T = \emptyset$. Prove that there is a number $\delta > 0$ such that $|s - t| > \delta$ for every $s \in S$ and every $t \in T$. Prove that the assertion is false if we only assume that $S$ is closed.

32. Prove that the assertion of Exercise 31 is false if we assume that $S$ and $T$ are both open.

33. Let $S$ be any set and define, for $x \in \mathbb{R}$,
\[ \text{dis}(x, S) = \inf\{|x - s| : s \in S\}. \]
Prove that if $x \notin \overline{S}$ then $\text{dis}(x, S) > 0$. If $x, y \in \mathbb{R}$ then prove that
\[ |\text{dis}(x, S) - \text{dis}(y, S)| \leq |x - y|. \]

34. Let $S$ be a set of real numbers. If $S$ is not open then must it be closed? If $S$ is not closed then must it be open?

35. Prove Proposition 5.8.
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Limits and Continuity of Functions

6.1 Definition and Basic Properties of the Limit of a Function

In this chapter we are going to treat some topics that you have seen before in your calculus class. However, we shall use the deep properties of the real numbers that we have developed in this text to obtain important new insights. Therefore you should not think of this chapter as review. Look at the concepts introduced here with the power of your new understanding of analysis.

Definition 6.1 Let \( E \subseteq \mathbb{R} \) be a set and let \( f \) be a real-valued function with domain \( E \). Fix a point \( P \in \mathbb{R} \) that is either in \( E \) or is an accumulation point of \( E \). Let \( \ell \) be a real number. We say that

\[
\lim_{x \to P} f(x) = \ell
\]

if, for each \( \varepsilon > 0 \), there is a \( \delta > 0 \) such that when \( x \in E \) and \( 0 < |x - P| < \delta \) the

\[|f(x) - \ell| < \varepsilon.\]

The definition makes precise the notion that we can force \( f(x) \) to be just as close as we please to \( \ell \) by making \( x \) sufficiently close to \( P \). Notice that the definition puts the condition \( 0 < |x - P| < \delta \) on \( x \), so that \( x \) is not allowed to take the value \( P \). In other words we do not look at \( x = P \), but rather at \( x \) near to \( P \).

Also observe that we only consider the limit of \( f \) at a point \( P \) that is not isolated. In the exercises you will be asked to discuss why it would be nonsensical to use the above definition to study limits at an isolated point.
Chapter 6: Limits and Continuity of Functions

Example 6.1

Let $E = \mathbb{R} \setminus \{0\}$ and

$$f(x) = x \cdot \sin(1/x) \quad \text{if } x \in E.$$ 

See Figure 6.1. Then $\lim_{x \to 0} f(x) = 0$. To see this, let $\epsilon > 0$. Choose $\delta = \epsilon$. If $0 < |x - 0| < \delta$ then

$$|f(x) - 0| = |x \cdot \sin(1/x)| \leq |x| < \delta = \epsilon,$$

as desired. Thus the limit exists and equals 0. \qed

Example 6.2

Let $E = \mathbb{R}$ and

$$g(x) = \begin{cases} 
1 & \text{if } x \text{ is rational} \\
0 & \text{if } x \text{ is irrational.}
\end{cases}$$

Then $\lim_{x \to P} g(x)$ does not exist for any point $P$ of $E$.

To see this, fix $P \in \mathbb{R}$. Seeking a contradiction, assume that there is a limiting value $\ell$ for $g$ at $P$. If this is so then we take $\epsilon = 1/2$ and we can find a $\delta > 0$ such that $0 < |x - P| < \delta$ implies

$$|g(x) - \ell| < \epsilon = \frac{1}{2}. \quad (*)$$

If we take $x$ to be rational then $(*)$ says that

$$|1 - \ell| < \frac{1}{2}, \quad (**).$$
while if we take \( x \) irrational then \((*)\) says that
\[
|0 - \ell| < \frac{1}{2}.
\] (***)

But then the triangle inequality gives that
\[
|1 - 0| = |(1 - \ell) + (\ell - 0)|
\leq |1 - \ell| + |\ell - 0|,
\]
which by (**) and (***) is
\[
< 1.
\]

This contradiction, that \( 1 < 1 \), allows us to conclude that the limit does not exist at \( P \).

**Proposition 6.1**

Let \( f \) be a function with domain \( E \), and let either \( P \in E \) or \( P \) be an accumulation point of \( E \). If \( \lim_{x \to P} f(x) = \ell \) and \( \lim_{y \to P} f(x) = m \) then \( \ell = m \).

**Proof:** Let \( \epsilon > 0 \). Choose \( \delta_1 > 0 \) such that if \( 0 < |x - P| < \delta_1 \) then \( |f(x) - \ell| < \epsilon/2 \). Similarly choose \( \delta_2 > 0 \) such that if \( 0 < |x - P| < \delta_2 \) then \( |f(x) - m| < \epsilon/2 \). Define \( \delta \) to be the minimum of \( \delta_1 \) and \( \delta_2 \). If \( 0 < |x - P| < \delta \) then the triangle inequality tells us that
\[
|\ell - m| = |(\ell - f(x)) + (f(x) - m)|
\leq |(\ell - f(x))| + |f(x) - m|
< \frac{\epsilon}{2} + \frac{\epsilon}{2}
= \epsilon.
\]

Since \( |\ell - m| < \epsilon \) for every positive \( \epsilon \) we conclude that \( \ell = m \). That is the desired result.

The point of the last proposition is that if a limit is calculated by two different methods, then the same answer will result. While of primarily philosophical interest now, this will be important information later when we establish the existence of certain limits.

This is a good time to observe that the limits
\[
\lim_{x \to P} f(x)
\]
and

\[ \lim_{h \to 0} f(P + h) \]

are equal in the sense that if one limit exists then so does the other and they both have the same value.

In order to facilitate checking that certain limits exist, we now record some elementary properties of the limit. This requires that we first recall how functions are combined.

Suppose that \( f \) and \( g \) are each functions which have domain \( E \). We define the sum or difference of \( f \) and \( g \) to be the function

\[ (f \pm g)(x) = f(x) \pm g(x), \]

the product of \( f \) and \( g \) to be the function

\[ (f \cdot g)(x) = f(x) \cdot g(x), \]

and the quotient of \( f \) and \( g \) to be

\[ \left( \frac{f}{g} \right)(x) = \frac{f(x)}{g(x)}. \]

Notice that the quotient is only defined at points \( x \) for which \( g(x) \neq 0 \). Now we have:

**Theorem 6.1 [Elementary Properties of Limits of Functions]**

Let \( f \) and \( g \) be functions with domain \( E \) and fix a point \( P \) that is either in \( E \) or is an accumulation point of \( E \). Assume that

(i) \( \lim_{x \to P} f(x) = \ell \)

(ii) \( \lim_{x \to P} g(x) = m. \)

Then

(a) \( \lim_{x \to P} (f \pm g)(x) = \ell \pm m \)

(b) \( \lim_{x \to P} (f \cdot g)(x) = \ell \cdot m \)

(c) \( \lim_{x \to P} (f/g)(x) = \ell/m \) provided \( m \neq 0 \).

**Proof:** We prove part (b). Parts (a) and (c) are treated in the exercises.

Let \( \epsilon > 0 \). We may also assume that \( \epsilon < 1 \). Choose \( \delta_1 > 0 \) such that if \( x \in E \) and \( 0 < |x - P| < \delta_1 \) then

\[ |f(x) - \ell| < \frac{\epsilon}{2(|m| + 1)}. \]
Choose $\delta_2 > 0$ such that if $x \in E$ and $0 < |x - P| < \delta_2$ then

$$|g(x) - m| < \frac{\epsilon}{2(|\ell| + 1)}.$$ 

(Notice that this last inequality implies that $|g(x)| < |m| + |\epsilon|$.) Let $\delta$ be the minimum of $\delta_1$ and $\delta_2$. If $x \in E$ and $0 < |x - P| < \delta$ then

$$|f(x) \cdot g(x) - \ell \cdot m| = |(f(x) - \ell) \cdot g(x) + (g(x) - m) \cdot \ell| \leq |(f(x) - \ell) \cdot g(x)| + |(g(x) - m) \cdot \ell| \leq \left(\frac{\epsilon}{2(|m| + 1)}\right) |g(x)| + \left(\frac{\epsilon}{2(|\ell| + 1)}\right) |\ell| \leq \left(\frac{\epsilon}{2(|m| + 1)}\right) (|m| + |\epsilon|) + \frac{\epsilon}{2} \leq \frac{\epsilon}{2} + \frac{\epsilon}{2} = \epsilon.$$

\[\square\]

**Example 6.3**

It is a simple matter to check that if $f(x) = x$ then

$$\lim_{x \to P} f(x) = P$$

for every real $P$. (Indeed, for $\epsilon > 0$ we may take $\delta = \epsilon$.) Also if $g(x) = \alpha$ is the constant function taking value $\alpha$ then

$$\lim_{x \to P} g(x) = \alpha.$$ 

It then follows from parts (a) and (b) of the theorem that if $f(x)$ is any polynomial function then

$$\lim_{x \to P} f(x) = f(P).$$

Moreover, if $r(x)$ is any rational function (quotient of polynomials) then we may also use part (c) of the theorem to conclude that

$$\lim_{x \to P} r(x) = r(P)$$

for all points $P$ at which the rational function $r(x)$ is defined. \[\square\]
Example 6.4

If $x$ is a small, positive real number then $0 < \sin x < x$. This is true because $\sin x$ is the nearest distance from the point $(\cos x, \sin x)$ to the $x$-axis while $x$ is the distance from that point to the $x$-axis along an arc. If $\epsilon > 0$ we set $\delta = \epsilon$. We conclude that if $0 < |x - 0| < \delta$ then

$$|\sin x - 0| < |x| < \delta = \epsilon.$$  

Since $\sin(-x) = -\sin x$, the same result holds when $x$ is a negative number with small absolute value. Therefore

$$\lim_{x \to 0} \sin x = 0.$$  

Since

$$\cos^2 x = 1 - \sin^2 x,$$  

we may conclude from the preceding theorem that

$$\lim_{x \to 0} \cos x = 1.$$  

Now fix any real number $P$. We have

$$\lim_{x \to P} \sin x = \lim_{h \to 0} \sin(P + h)$$

$$= \lim_{h \to 0} \sin P \cos h + \cos P \sin h$$

$$= \sin P \cdot 1 + \cos P \cdot 0$$

$$= \sin P.$$  

We of course have used parts (a) and (b) of the theorem to commute the limit process with addition and multiplication. A similar argument shows that

$$\lim_{x \to P} \cos x = \cos P.$$  

REMARK 6.1 In the last example, we have used the definition of the sine function and the cosine function that you learned in calculus. In Chapter 9, when we learn about series of functions, we will learn a more rigorous method for treating the trigonometric functions.

We conclude by giving a characterization of the limit of a function using sequences.
Proposition 6.2
Let $f$ be a function with domain $E$ and $P$ be either an element of $E$ or an accumulation point of $E$. Then

$$
\lim_{x \to P} f(x) = \ell
$$

if and only if for any sequence $\{a_j\} \subseteq E \setminus \{P\}$ satisfying $\lim_{j \to \infty} a_j = P$ it holds that

$$
\lim_{j \to \infty} f(a_j) = \ell.
$$

Proof: Assume that condition (*) fails. Then there is an $\epsilon > 0$ such that for no $\delta > 0$ is it the case that when $0 < |x - P| < \delta$ then $|f(x) - \ell| < \epsilon$. Thus for each $\delta = 1/j$ we may choose a number $a_j \in E \setminus \{P\}$ with $0 < |a_j - P| < 1/j$ and $|f(a_j) - \ell| \geq \epsilon$. But then condition (**) fails for this sequence $\{a_j\}$.

If condition (**) fails then there is some sequence $\{a_j\}$ such that $\lim_{j \to \infty} a_j = P$ but $\lim_{j \to \infty} f(a_j) \neq \ell$. This means that there is an $\epsilon > 0$ such that for infinitely many $a_j$ it holds that $|f(a_j) - \ell| \geq \epsilon$. But then, no matter how small $\delta > 0$, there will be an $a_j$ satisfying $0 < |a_j - P| < \delta$ (since $a_j \to P$) and $|f(a_j) - \ell| \geq \epsilon$. Thus (*) fails.  

6.2 Continuous Functions

Definition 6.2 Let $E \subseteq \mathbb{R}$ be a set and let $f$ be a real-valued function with domain $E$. Fix a point $P \in E$. We say that $f$ is continuous at $P$ if

$$
\lim_{x \to P} f(x) = f(P).
$$

Notice that, in the definition of continuity of $f$ at the point $P$, we take $P \in E$ and we allow $P$ not to be an accumulation point of $E$. When $P$ is isolated, any function is automatically continuous at $P$. When $P$ is not isolated, there will be several interesting characterizations of continuity at $P$.

We learned from the penultimate example of Section 1 that polynomial functions are continuous at every real $x$. So are the transcendental functions $\sin x$, and $\cos x$ (see Example 6.4). A rational function is continuous at every point of its domain.

Example 6.5

The function

$$
\begin{cases} 
\sin 1/x & \text{if } x \neq 0 \\
1 & \text{if } x = 0 
\end{cases}
$$

6.2 Continuous Functions
is discontinuous at 0. See Figure 6.2. The reason is that
\[
\lim_{x \to 0} h(x)
\]
does not exist. (Details of this assertion are left for you: notice that \(h(1/(j\pi)) = 0\) while \(h(2/[(4j + 1)\pi]) = 1\) for \(j = 1, 2, \ldots\)

The function
\[
k(x) = \begin{cases} 
  x \cdot \sin \frac{1}{x} & \text{if } x \neq 0 \\
  1 & \text{if } x = 0 
\end{cases}
\]
is also discontinuous at \(x = 0\). This time the limit \(\lim_{x \to 0} k(x)\) exists (see Example 6.1); but the limit does not agree with \(k(0)\).

However, the function
\[
k(x) = \begin{cases} 
  x \cdot \sin \frac{1}{x} & \text{if } x \neq 0 \\
  0 & \text{if } x = 0 
\end{cases}
\]
is continuous at \(x = 0\) because the limit at 0 exists and agrees with the value of the function there. See Figure 6.3.

The arithmetic operations +, −, ×, and ÷ preserve continuity (so long as we avoid division by zero). We now formulate this assertion as a theorem.

**Theorem 6.2**

Let \(f\) and \(g\) be functions with domain \(E\) and let \(P\) be a point of \(E\). If \(f\) and \(g\) are continuous at \(P\) then so are \(f \pm g\), \(f \cdot g\), and (provided \(g(P) \neq 0\)) \(f \div g\).
Proof: Apply Theorem 6.1 of Section 1.

Continuous functions may also be characterized using sequences:

**Proposition 6.3**

Let $f$ be a function with domain $E$ and fix $P \in E$. The function $f$ is continuous at $P$ if and only if for every sequence $\{a_j\} \subseteq E$ satisfying $\lim_{j \to \infty} a_j = P$ it holds that

$$\lim_{j \to \infty} f(a_j) = f(P).$$

Proof: Apply Proposition 6.2 of Section 1.

Recall that if $g$ is a function with domain $D$ and range $E$ and if $f$ is a function with domain $E$ and range $F$ then the composition of $f$ and $g$ is

$$f \circ g(x) = f(g(x)).$$

See Figure 6.4.

**Proposition 6.4**

Let $g$ have domain $D$ and range $E$ and let $f$ have domain $E$ and range $F$. Let $P \in D$. Assume that $g$ is continuous at $P$ and that $f$ is continuous at $g(P)$. Then $f \circ g$ is continuous at $P$. 
Proof: Let \( \{a_j\} \) be any sequence in \( D \) such that \( \lim_{j \to \infty} a_j = P \). Then

\[
\lim_{j \to \infty} f \circ g(a_j) = \lim_{j \to \infty} f(g(a_j)) = f \left( \lim_{j \to \infty} g(a_j) \right) = f \left( g \left( \lim_{j \to \infty} a_j \right) \right) = f(g(P)) = f \circ g(P).
\]

Now apply Proposition 6.2. \( \square \)

**REMARK 6.2** It is not the case that if

\[
\lim_{x \to P} g(x) = \ell
\]

and

\[
\lim_{t \to \ell} f(t) = m
\]

then

\[
\lim_{x \to P} f \circ g(x) = m.
\]

A counterexample is given by the functions

\[
g(x) = 0
\]

\[
f(x) = \begin{cases} 2 & \text{if } x \neq 0 \\ 5 & \text{if } x = 0. \end{cases}
\]

Notice that \( \lim_{x \to 0} g(x) = 0, \lim_{t \to 0} f(x) = 2 \), yet \( \lim_{x \to 0} f \circ g(x) = 5 \).

The additional hypothesis that \( f \) be continuous at \( \ell \) is necessary in order to guarantee that the limit of the composition will behave as expected.
Next we explore the topological approach to the concept of continuity. Whereas the analytic approach that we have been discussing so far considers continuity one point at a time, the topological approach considers all points simultaneously. Let us call a function continuous if it is continuous at every point of its domain.

**Definition 6.3** Let $f$ be a function with domain $E$ and let $W$ be any set of real numbers. We define

$$f^{-1}(W) = \{ x \in E : f(x) \in W \}.$$ 

We sometimes refer to $f^{-1}(W)$ as the *inverse image* of $W$ under $f$.

**Theorem 6.3**

Let $f$ be a function with domain $E$. The function $f$ is continuous if and only if the inverse image of any open set under $f$ is the intersection of $E$ with an open set.

In particular, if $E$ is open then $f$ is continuous if and only if the inverse image of any open set under $f$ is open.

**Proof:** Assume that $f$ is continuous. Let $\mathcal{O}$ be any open set and let $P \in f^{-1}(\mathcal{O})$. Then, by definition, $f(P) \in \mathcal{O}$. Since $\mathcal{O}$ is open, there is an $\epsilon > 0$ such that the interval $(f(P) - \epsilon, f(P) + \epsilon)$ lies in $\mathcal{O}$. By the continuity of $f$ we may select a $\delta > 0$ such that if $x \in E$ and $|x - P| < \delta$ then $|f(x) - f(P)| < \epsilon$. In other words, if $x \in E$ and $|x - P| < \delta$ then $f(x) \in \mathcal{O}$ or $x \in f^{-1}(\mathcal{O})$. Thus we have found an open interval $I = (P - \delta, P + \delta)$ about $P$ whose intersection with $E$ is contained in $f^{-1}(\mathcal{O})$. So $f^{-1}(\mathcal{O})$ is the intersection of $E$ with an open set.

Conversely, suppose that for any open set $\mathcal{O} \subseteq \mathbb{R}$ we have that $f^{-1}(\mathcal{O})$ is the intersection of $E$ with an open set. Fix $P \in E$. Choose $\epsilon > 0$. Then the interval $(f(P) - \epsilon, f(P) + \epsilon)$ is an open set. By hypothesis the set $f^{-1}((f(P) - \epsilon, f(P) + \epsilon))$ is the intersection of $E$ with an open set. This set certainly contains the point $P$. Thus there is a $\delta > 0$ such that

$$E \cap (P - \delta, P + \delta) \subseteq f^{-1}((f(P) - \epsilon, f(P) + \epsilon)).$$

But that just says that

$$f(E \cap (P - \delta, P + \delta)) \subseteq (f(P) - \epsilon, f(P) + \epsilon).$$

In other words, if $|x - P| < \delta$ and $x \in E$ then $|f(x) - f(P)| < \epsilon$. But that means that $f$ is continuous at $P$. \qed
Remark 6.3 Since any open subset of the real numbers is a countable union of intervals then—in order to check that the inverse image under a function $f$ of every open set is open—it is enough to check that the inverse image of any open interval is open. This is frequently easy to do.

For example, if $f(x) = x^2$ then the inverse image of an open interval $(a, b)$ is $(-\sqrt{b}, -\sqrt{a}) \cup (\sqrt{a}, \sqrt{b})$ if $a > 0$, is $(-\sqrt{b}, b)$ if $a < 0, b > 0$, and is $\emptyset$ if $a < b < 0$. Thus the function $f$ is continuous.

Note that, by contrast, it is somewhat tedious to give an $\epsilon - \delta$ proof of the continuity of $f(x) = x^2$.

Corollary 6.1
Let $f$ be a function with domain $E$. The function $f$ is continuous if and only if the inverse image of any closed set $F$ under $f$ is the intersection of $E$ with some closed set.

In particular, if $E$ is closed then $f$ is continuous if and only if the inverse image of any closed set $F$ under $f$ is closed.

Proof: It is enough to prove that

$$f^{-1}(\overline{F}) = \overline{(f^{-1}(F))}.$$ 

We leave this assertion as an exercise for you.

6.3 Topological Properties and Continuity

Recall that in Chapter 5 we learned a characterization of compact sets in terms of open covers. In Section 2 of the present chapter we learned a characterization of continuous functions in terms of inverse images of open sets. Thus it is not surprising that compact sets and continuous functions interact in a natural way. We explore this interaction in the present section.

Definition 6.4 Let $f$ be a function with domain $E$ and let $L$ be a subset of $E$. We define

$$f(L) = \{f(x) : x \in L\}.$$ 

The set $f(L)$ is called the image of $L$ under $f$. See Figure 6.5.

Theorem 6.4
The image of a compact set under a continuous function is also compact.
Proof: Let $f$ be a continuous function with domain $E$ and let $K$ be a subset of $E$ that is compact. Our job is to show that $f(K)$ is compact.

Let $\mathcal{C} = \{\mathcal{O}_\alpha\}$ be an open covering of $f(K)$. Since $f$ is continuous we know that, for each $\alpha$, the set $f^{-1}(\mathcal{O}_\alpha)$ is the intersection of $E$ with an open set $U_\alpha$. Let $\hat{\mathcal{C}} = \{U_\alpha\}_{\alpha \in A}$. Since $\mathcal{C}$ covers $f(K)$ it follows that $\hat{\mathcal{C}}$ covers $K$. But $K$ is compact; therefore (Theorem 5.3) there is a finite subcovering

$$\{U_{\alpha_1}, U_{\alpha_2}, \ldots, U_{\alpha_m}\}$$

of $K$. But then it follows that $f(U_{\alpha_1} \cap E), \ldots, f(U_{\alpha_m} \cap E)$ covers $f(K)$, hence

$$\mathcal{O}_{\alpha_1}, \mathcal{O}_{\alpha_2}, \ldots, \mathcal{O}_{\alpha_m}$$

covers $f(K)$.

We have taken an arbitrary open cover $\mathcal{C}$ for $f(K)$ and extracted from it a finite subcovering. It follows that $f(K)$ is compact. \qed

It is not the case that the continuous image of a closed set is closed. For instance, take $f(x) = 1/(1 + x^2)$ and $E = \mathbb{R}$: the set $E$ is closed and $f$ is continuous but $f(E) = (0, 1]$ is not closed.

It is also not the case that the continuous image of a bounded set is bounded. As an example, take $f(x) = 1/x$ and $E = (0, 1)$. Then $E$ is bounded and $f$ continuous but $f(E) = (1, \infty)$ is unbounded.

However, the combined properties of closedness and boundedness (that is, compactness) are preserved. That is the content of the preceding theorem.

**Corollary 6.2**

Let $f$ be a continuous function with compact domain $K$. Then there is a number $L$ such that

$$|f(x)| \leq L$$

for all $x \in K$. 

Proof: We know from the theorem that $f(K)$ is compact. By Proposition 5.9, we conclude that $f(K)$ is bounded. Thus there is a number $L$ such that $|t| \leq L$ for all $t \in f(K)$. But that is just the assertion that we wish to prove. □

In fact we can prove an important strengthening of the corollary. Since $f(K)$ is compact, it contains its supremum $C$ and its infimum $c$. Therefore there must be a number $M \in K$ such that $f(M) = C$ and a number $m \in K$ such that $f(m) = c$. In other words, $f(m) \leq f(x) \leq f(M)$ for all $x \in K$. We summarize:

**Theorem 6.5**

Let $f$ be a continuous function on a compact set $K$. Then there exist numbers $m$ and $M$ in $K$ such that $f(m) \leq f(x) \leq f(M)$ for all $x \in K$. We call $m$ an absolute minimum for $f$ on $K$ and $M$ an absolute maximum for $f$ on $K$. We call $f(m)$ the absolute minimum value for $f$ on $K$ and $f(M)$ the absolute maximum value for $f$ on $K$.

Notice that, in the last theorem, $M$ and $m$ need not be unique. For instance, the function $\sin x$ on the compact interval $[0, 4\pi]$ has an absolute minimum at $3\pi/2$ and $7\pi/2$. It has an absolute maximum at $\pi/2$ and at $5\pi/2$.

Now we define a refined type of continuity called "uniform continuity." We shall learn that this new notion of continuous function arises naturally for a continuous function on a compact set. It will also play an important role in our later studies, especially in the context of the integral.

**Definition 6.5** Let $f$ be a function with domain $E$. We say that $f$ is uniformly continuous on $E$ if, for any $\epsilon > 0$, there is a $\delta > 0$ such that, whenever $s, t \in E$ and $|s - t| < \delta$, then $|f(s) - f(t)| < \epsilon$.

Observe that "uniform continuity" differs from "continuity" in that it treats all points of the domain simultaneously: the $\delta > 0$ that is chosen is independent of the points $s, t \in E$. This difference is highlighted by the next example.
Example 6.6

Suppose that a function \( f : \mathbb{R} \to \mathbb{R} \) satisfies the condition

\[
|f(s) - f(t)| \leq C \cdot |s - t|, \tag{*}
\]

where \( C \) is some positive constant. This is called a Lipschitz condition, and it arises frequently in analysis. Let \( \epsilon > 0 \) and set \( \delta = \epsilon / C \). If \( |x - y| < \delta \) then, by (*),

\[
|f(x) - f(y)| \leq C \cdot |x - y| < C \cdot \delta = C \cdot \frac{\epsilon}{C} = \epsilon .
\]

It follows that \( f \) is uniformly continuous.

Example 6.7

Consider the function \( f(x) = x^2 \). Fix a point \( P \in \mathbb{R}, P > 0 \), and let \( \epsilon > 0 \). In order to guarantee that \( |f(x) - f(P)| < \epsilon \) we must have (for \( x > 0 \))

\[
|x^2 - P^2| < \epsilon
\]

or

\[
|x - P| < \frac{\epsilon}{x + P} .
\]

Since \( x \) will range over a neighborhood of \( P \), we see that the required \( \delta \) in the definition of continuity cannot be larger than \( \epsilon / (2P) \). In fact the choice \( |x - P| < \delta = \epsilon / (2P + 1) \) will do the job.

Put in slightly different words, let \( \epsilon = 1 \). Then \( |f(j + 1/j) - f(j)| > \epsilon = 1 \) for any \( j \). Thus, for this \( \epsilon \), we may not take \( \delta \) to be \( 1/j \) for any \( j \). So no uniform \( \delta \) exists.

Thus the choice of \( \delta \) depends not only on \( \epsilon \) (which we have come to expect) but also on \( P \). In particular, \( f \) is not uniformly continuous on \( \mathbb{R} \). This a quantitative reflection of the fact that the graph of \( f \) becomes ever steeper as the variable moves to the right.

Notice that the same calculation shows that the function \( f \) with restricted domain \( [a, b], 0 < a < b < \infty \), is uniformly continuous. That is because, when the function is restricted to \( [a, b] \), its slope does not become arbitrarily large. See Figure 6.6.

Now the main result about uniform continuity is the following:

**Theorem 6.6**

Let \( f \) be a continuous function with compact domain \( K \). Then \( f \) is uniformly continuous on \( K \).
Proof: Pick $\epsilon > 0$. By the definition of continuity there is for each point $x \in K$ a number $\delta_x > 0$ such that if $|x - t| < \delta_x$ then $|f(t) - f(x)| < \epsilon/2$. The intervals $I_x = (x - \delta_x/2, x + \delta_x/2)$ form an open covering of $K$. Since $K$ is compact, we may therefore (by Theorem 5.3) extract a finite subcovering

$$I_{x_1}, \ldots, I_{x_m}.$$  

Now let $\delta = \min\{\delta_{x_1}/2, \ldots, \delta_{x_m}/2\} > 0$. If $s, t \in K$ and $|s - t| < \delta$ then $s \in I_{x_j}$ for some $1 \leq j \leq m$. It follows that

$$|s - x_j| < \delta_{x_j}/2$$

and

$$|t - x_j| \leq |t - s| + |s - x_j| < \delta + \delta_{x_j}/2 \leq \delta_{x_j}/2 + \delta_{x_j}/2 = \delta_{x_j}.$$  

We know that

$$|f(s) - f(t)| \leq |f(s) - f(x_j)| + |f(x_j) - f(t)|.$$  

But since each of $s$ and $t$ is within $\delta_{x_j}$ of $x_j$ we may conclude that the last line is less than

$$\frac{\epsilon}{2} + \frac{\epsilon}{2} = \epsilon.$$  

Notice that our choice of $\delta$ does not depend on $s$ and $t$ (indeed, we chose $\delta$ before we chose $s$ and $t$). We conclude that $f$ is uniformly continuous. \qed
REMARK 6.4 Where in the proof did the compactness play a role? We defined $\delta$ to be the minimum of $\delta_{x_1}, \ldots, \delta_{x_n}$. In order to guarantee that $\delta$ be positive it is crucial that we be taking the minimum of finitely many positive numbers. So we needed a finite subcovering.

Example 6.8

The function $f(x) = \sin(1/x)$ is continuous on the domain $E = (0, \infty)$ since it is the composition of continuous functions (refer again to Figure 6.2). However, it is not uniformly continuous since

$$\left| f\left(\frac{1}{2j\pi}\right) - f\left(\frac{1}{(4j+1)\pi}\right) \right| = 1$$

for $j = 1, 2, \ldots$. Thus, even though the arguments are becoming arbitrarily close together the images of these arguments remain bounded apart. We conclude that $f$ cannot be uniformly continuous. See Figure 6.2.

However, if $f$ is considered as a function on any interval of the form $[a, b], 0 < a < b < \infty$, then the preceding theorem tells us that $f$ is uniformly continuous. 

As an exercise, you should check that

$$g(x) = \begin{cases} x \sin(1/x) & \text{if } x \neq 0 \\ 0 & \text{if } x = 0 \end{cases}$$

is uniformly continuous on any interval of the form $[-N, N]$. See Figure 6.3.

Next we show that continuous functions preserve connectedness.

**Theorem 6.7**

Let $f$ be a continuous function with domain an open interval $I$. Suppose that $L$ is a connected subset of $I$. Then $f(L)$ is connected.

**Proof:** Suppose to the contrary that there are open sets $U$ and $V$ such that

$$U \cap f(L) \neq \emptyset, V \cap f(L) \neq \emptyset,$$

$$(U \cap f(L)) \cap (V \cap f(L)) = \emptyset,$$

and

$$f(L) = (U \cap f(L)) \cup (V \cap f(L)).$$

Since $f$ is continuous, $f^{-1}(U)$ and $f^{-1}(V)$ are open. They each have nonempty intersection with $L$ since $U \cap f(L)$ and $V \cap f(L)$ are nonempty.
By the definition of $f^{-1}$, they are certainly disjoint. And since $U \cup V$ contains $f(L)$ it follows, by definition, that $f^{-1}(U) \cup f^{-1}(V)$ contains $L$. But this shows that $L$ is disconnected, and that is a contradiction. 

**Corollary 6.3**  [The Intermediate Value Theorem]

Let $f$ be a continuous function whose domain contains the interval $[a, b]$. Let $\gamma$ be a number that lies between $f(a)$ and $f(b)$. Then there is a number $c$ between $a$ and $b$ such that $f(c) = \gamma$. Refer to Figure 6.7.

**Proof:** The set $[a, b]$ is connected. Therefore $f([a, b])$ is connected. But $f([a, b])$ contains the points $f(a)$ and $f(b)$. By connectivity, $f([a, b])$ must contain the interval that has $f(a)$ and $f(b)$ as endpoints. In particular, $f([a, b])$ must contain any number $\gamma$ that lies between $f(a)$ and $f(b)$. But this just says that there is a number $c$ lying between $a$ and $b$ such that $f(c) = \gamma$. That is the desired conclusion.

### 6.4 Classifying Discontinuities and Monotonicity

We begin by refining our notion of limit:

**Definition 6.6**  Fix $P \in \mathbb{R}$. Let $f$ be a function with domain $E$. We say that $f$ has **left limit** $\ell$ at $P$, and write

$$\lim_{x \to P^-} f(x) = \ell$$
if, for every \( \epsilon > 0 \), there is a \( \delta > 0 \) such that, whenever \( x \in E \) and \( P - \delta < x < P \), then it holds that

\[
|f(x) - \ell| < \epsilon.
\]

We say that \( f \) has right limit \( m \) at \( P \), and write

\[
\lim_{x \to P^+} f(x) = m
\]

if, for every \( \epsilon > 0 \), there is a \( \delta > 0 \) such that, whenever \( x \in E \) and \( P < x < P + \delta \), then it holds that

\[
|f(x) - m| < \epsilon.
\]

This definition simply formalizes the notion of either letting \( x \) tend to \( P \) from the left only or from the right only.

Let \( f \) be a function with domain \( E \). Let \( P \) in \( E \) and assume that \( f \) is discontinuous at \( P \). There are two ways in which this discontinuity can occur:

I. If \( \lim_{x \to P^-} f(x) \) and \( \lim_{x \to P^+} f(x) \) both exist but either do not equal each other or do not equal \( f(P) \) then we say that \( f \) has a discontinuity of the first kind (or sometimes a simple discontinuity) at \( P \).

II. If either \( \lim_{x \to P^-} \) does not exist or \( \lim_{x \to P^+} \) does not exist then we say that \( f \) has a discontinuity of the second kind at \( P \).

Refer to Figure 6.8.
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**Example 6.9**

Define

\[
    f(x) = \begin{cases} 
        \sin(1/x) & \text{if } x \neq 0 \\ 
        0 & \text{if } x = 0 
    \end{cases}
\]

\[
    g(x) = \begin{cases} 
        1 & \text{if } x > 0 \\ 
        0 & \text{if } x = 0 \\ 
        -1 & \text{if } x < 0 
    \end{cases}
\]

\[
    h(x) = \begin{cases} 
        1 & \text{if } x \text{ is irrational} \\ 
        0 & \text{if } x \text{ is rational} 
    \end{cases}
\]

Then \( f \) has a discontinuity of the second kind at 0 while \( g \) has a discontinuity of the first kind at 0. The function \( h \) has a discontinuity of the second kind at every point.

---

**Definition 6.7**  
Let \( f \) be a function whose domain contains an open interval \((a, b)\). We say that \( f \) is *monotonically increasing* on \((a, b)\) if, whenever \( a < s < t < b \), it holds that \( f(s) \leq f(t) \). We say that \( f \) is *monotonically decreasing* on \((a, b)\) if, whenever \( a < s < t < b \), it holds that \( f(s) \geq f(t) \). See Figure 6.9.

Functions which are either monotonically increasing or monotonically decreasing are simply referred to as "monotonic" or "monotone." Compare with the definition of monotonic sequences in Section 3.1.

As with sequences, the word "monotonic" is superfluous in many contexts. But its use is traditional and occasionally convenient.
6.4 Classifying Discontinuities and Monotonicity

**Proposition 6.5**

Let \( f \) be a monotonic function on an open interval \((a, b)\). Then all of the discontinuities of \( f \) are of the first kind.

**Proof:** It is enough to show that for each \( P \in (a, b) \) the limits

\[
\lim_{x \to P^-} f(x)
\]

and

\[
\lim_{x \to P^+} f(x)
\]

exist.

Let us first assume that \( f \) is monotonically increasing. Fix \( P \in (a, b) \). If \( a < s < P \) then \( f(s) \leq f(P) \). Therefore \( S = \{ f(s) : a < s < P \} \) is bounded above. Let \( M \) be the least upper bound of \( S \). Pick \( \epsilon > 0 \). By definition of least upper bound there must be an \( f(s) \in S \) such that \( |f(s) - M| < \epsilon \). Let \( \delta = |P - s| \). If \( P - \delta < t < P \) then \( s < t < P \) and \( f(s) \leq f(t) \leq M \) or \( |f(t) - M| < \epsilon \). Thus \( \lim_{x \to P^-} f(x) \) exists and equals \( M \).

If we set \( m \) equal to the infimum of the set \( T = \{ f(t) : P < t < b \} \) then a similar argument shows that \( \lim_{x \to P^+} f(x) \) exists and equals \( m \). That completes the proof.

**Corollary 6.4**

Let \( f \) be a monotonic function on an interval \((a, b)\). Then \( f \) has at most countably many discontinuities.

**Proof:** Assume for simplicity that \( f \) is monotonically increasing. If \( P \) is a discontinuity then the proposition tells us that

\[
\lim_{x \to P^-} f(x) < \lim_{x \to P^+} f(x).
\]

Therefore there is a rational number \( q_P \) between \( \lim_{x \to P^-} f(x) \) and \( \lim_{x \to P^+} f(x) \). Notice that different discontinuities will have different rational numbers associated to them because if \( \hat{P} \) is another discontinuity and, say, \( \hat{P} < P \) then

\[
\lim_{x \to \hat{P}^-} f(x) < q_{\hat{P}} < \lim_{x \to \hat{P}^+} f(x) \leq \lim_{x \to P^-} f(x) < q_P < \lim_{x \to P^+} f(x).
\]

Thus we have exhibited a one-to-one function of the set of discontinuities of \( f \) into the set of rational numbers. It follows that the set of discontinuities is countable.
A continuous function $f$ has the property that the inverse image under $f$ of any open set is open. However, it is not in general true that the image under $f$ itself of any open set is open. A counterexample is the function $f(x) = x^2$ and the open set $\mathcal{O} = (-1, 1)$ whose image under $f$ is $[0, 1)$. However, with some additional hypotheses, it is the case that continuous functions take open sets to open sets:

**Theorem 6.8**

Let $f$ be a continuous function whose domain is a compact set $K$. Let $\mathcal{O}$ be any open set in $\mathbb{R}$. Then $f(K \cap \mathcal{O})$ has the form $f(K) \cap U$ for some open set $U \subseteq \mathbb{R}$.

**Proof:** Let $E = K \setminus \mathcal{O}$. Then $E$ is closed (because $K$ is) and is bounded (because $K$ is). Thus $E$ is compact. By Theorem 6.4, $f(E)$ must be compact. In particular, it is closed. Let $U = \mathbb{R} \setminus f(E)$. Then $U$ is open and $f(K \cap \mathcal{O}) = f(K) \cap U$. That is the desired result. \qed

Suppose that $f$ is a function on $(a, b)$ such that $a < s < t < b$ implies $f(s) < f(t)$. Such a function is called *strictly monotonically increasing* (strictly monotonically decreasing functions are defined similarly). It is clear that a strictly monotonically increasing (resp. decreasing) function is one-to-one, hence has an inverse. Now we prove:

**Theorem 6.9**

Let $f$ be a strictly monotone, continuous function with domain $[a, b]$. Then $f^{-1}$ exists and is continuous.

**Proof:** Assume without loss of generality that $f$ is strictly monotone increasing. Let us extend $f$ to the entire real line by defining

$$f(x) = \begin{cases} (x - a) + f(a) & \text{if } x < a \\ \text{as given} & \text{if } a \leq x \leq b \\ (x - b) + f(b) & \text{if } x > b. \end{cases}$$

See Figure 6.10. Then it is easy to see that this extended version of $f$ is still continuous and is strictly monotone increasing on all of $\mathbb{R}$.

That $f^{-1}$ exists has already been discussed. The extended function $f$ takes any open interval $(c, d)$ to the open interval $(f(c), f(d))$. Since any open set is a union of open intervals, we see that $f$ takes any open set to an open set. In other words, $[f^{-1}]^{-1}$ takes open sets to open sets. But this just says that $f^{-1}$ is continuous.
Since the inverse of the extended function $f$ is continuous, then so is the inverse of the original function $f$. That completes the proof. $\square$

**Exercises**

1. Let $f$ and $g$ be functions on a set $A = (a, c) \cup (c, b)$ and assume that $f(x) \leq g(x)$ for all $x \in A$. Assuming that both limits exist, show that

$$\lim_{x \to c} f(x) \leq \lim_{x \to c} g(x).$$

Does the conclusion improve if we assume that $f(x) < g(x)$ for all $x \in A$?

2. If $f$ is defined on a set $A = (a, c) \cup (c, b)$ and if $\lim_{x \to c} f(x) = r > 0$ then prove that there is a $\delta > 0$ such that if $0 < |x - c| < \delta$ then $|f(x)| > r/2$.

3. Give an example of a function $f$ for which the situation in Exercise 2 obtains but such that $f$ is not continuous at the point $c$.

4. Give an example of a continuous function $f$ and a connected set $E$ such that $f^{-1}(E)$ is not connected. Is there a condition you can add that will force $f^{-1}(E)$ to be connected?
5. Give an example of a continuous function $f$ and a compact set $K$ such that $f^{-1}(K)$ is not a compact set. Is there a condition you can add that will force $f^{-1}(K)$ to be compact?

6. Let $A$ be any countable subset of the reals. Construct a monotone increasing function whose set of points of discontinuity is precisely the set $A$. Explain why this is, in general, impossible for an uncountable set $A$.

7. Let $0 < \alpha \leq 1$. A function $f$ with domain $E$ said to satisfy a Lipschitz condition of order $\alpha$ if there is a constant $C > 0$ such that for any $s, t \in E$ it holds that $|f(s) - f(t)| \leq C \cdot |s - t|^{\alpha}$. Prove that such a function must be uniformly continuous.

8. Let $S$ be any subset of $\mathbb{R}$. Define the function

$$f(x) = \inf\{|x - s| : s \in S\}.$$

Prove that $f$ is uniformly continuous.

9. Define the function

$$g(x) = \begin{cases} 
0 & \text{if } x \text{ is irrational} \\
x & \text{if } x \text{ is rational}
\end{cases}$$

At which points $x$ is $g$ continuous? At which points is it discontinuous?

10. Define the function $g(x)$ to take the value 0 at irrational values of $x$ and to take the value $1/q$ when $x = p/q$ is a rational number in lowest terms, $q > 0$. At which points is $g$ continuous? At which points is the function discontinuous?

11. Let $f$ be any function whose domain is the entire real line. If $A$ and $B$ are disjoint sets does it follow that $f(A)$ and $f(B)$ are disjoint sets? If $C$ and $D$ are disjoint sets does it follow that $f^{-1}(C)$ and $f^{-1}(D)$ are disjoint?

12. Let $f$ be any function whose domain is the entire real line. If $A$ and $B$ are sets then is $f(A \cup B) = f(A) \cup f(B)$? If $C$ and $D$ are sets then is $f^{-1}(C \cup D) = f^{-1}(C) \cup f^{-1}(D)$? What is the answer to these questions if we replace $\cup$ by $\cap$?

13. Give an example of two functions, discontinuous at $x = 0$, whose sum is continuous at $x = 0$. Give an example of two such functions whose product is continuous at $x = 0$. How does the problem change if we replace "product" by "quotient"?
14. Let \( f \) be a function with domain the real numbers. If \( f^2(x) = f(x) \cdot f(x) \) is continuous does it follow that \( f \) is continuous? If \( f^3(x) = f(x) \cdot f(x) \cdot f(x) \) is continuous does it follow that \( f \) is continuous?

15. Fix an interval \((a, b)\). Is the collection of monotone increasing functions on \((a, b)\) closed under \(+, -, \times, \text{ or } \div\)?

* 16. **TRUE or FALSE:** If \( f \) is a function with domain and range the real numbers and which is both one-to-one and onto then \( f \) must be either monotone increasing or monotone decreasing. Does your answer change if we assume that \( f \) is continuous?

17. Prove that the function \( f(x) = \sin x \) can be written, on the interval \((0, 4\pi)\), as the difference of two monotone increasing functions. What about on the entire real line?

18. In the Remark in the text following Proposition 6.7 we asserted a generalization of that proposition. Prove this generalization. [\textit{Hint: The function } g \textit{ need not be continuous at } P.]

19. Let \( f \) be a continuous function whose domain contains a closed, bounded interval \([a, b]\). What topological properties does \( f([a, b]) \) possess? Is this set necessarily an interval?

* 20. A function \( f \) from an interval \((a, b)\) to an interval \((c, d)\) is called proper if for any compact set \( K \subseteq (c, d) \) it holds that \( f^{-1}(K) \) is compact. Prove that if \( f \) is proper then either

\[
\lim_{x \to a^+} f(x) = c \text{ or } \lim_{x \to a^+} f(x) = d.
\]

Likewise prove that either

\[
\lim_{x \to b^-} f(x) = c \text{ or } \lim_{x \to b^-} f(x) = d.
\]

21. We know that the continuous image of a connected set (i.e. an interval) is also a connected set (another interval). Suppose now that \( A \) is the union of \( k \) disjoint intervals and that \( f \) is a continuous function. What can you say about the set \( f(A) \)?

22. A function \( f \) with domain \( A \) and range \( B \) is called a homeomorphism if it is one-to-one, onto, continuous, and has continuous inverse. If such an \( f \) exists then we say that \( A \) and \( B \) are homeomorphic. Which sets of reals are homeomorphic to the open unit interval \((0, 1)\)? Which sets of reals are homeomorphic to the closed unit interval \([0, 1]\)?
23. Let $f$ be a continuous function with domain $[0, 1]$ and range $[0, 1]$. Prove that there exists a point $P \in [0, 1]$ such that $f(P) = P$. (Hint: Apply the Intermediate Value theorem to the function $g(x) = f(x) - x$.) Prove that this result is false if the domain and range of the function are both $(0, 1)$.

24. Refer to Exercise 22 for terminology. Show that there is no homeomorphism from the real line to the interval $[0, 1)$.

25. Is the composition of uniformly continuous functions uniformly continuous?

26. Let $f$ be a continuous function and let $\{a_j\}$ be a Cauchy sequence in the domain of $f$. Does it follow that $\{f(a_j)\}$ is a Cauchy sequence? What if we assume instead that $f$ is uniformly continuous?

27. Let $E$ be any closed set of real numbers. Prove that there is a continuous function $f$ with domain $\mathbb{R}$ such that $\{x : f(x) = 0\} = E$.

28. Let $E$ and $F$ be disjoint closed sets of real numbers. Prove that there is a continuous function $f$ with domain the real numbers such that $\{x : f(x) = 0\} = E$ and $\{x : f(x) = 1\} = F$.

29. If $K$ and $L$ are sets then define $K + L = \{k + \ell : k \in K \text{ and } \ell \in L\}$.

If $K$ and $L$ are compact then prove that $K + L$ is compact. If $K$ and $L$ are merely closed, does it follow that $K + L$ is closed?

30. Let $f$ be a function with domain $\mathbb{R}$. Prove that the set of discontinuities of the first kind for $f$ is countable. (Hint: If the left and right limits at a point disagree then you can slip a rational number between them; but the same left and right limits can occur at different points of the domain so you must use rational numbers to keep track of them as well.)

31. Prove parts (a) and (c) of Theorem 6.1.

32. Let $f$ be a continuous function whose domain contains an open interval $(a, b)$. What form can $f(a, b)$ have? (Hint: There are just four possibilities.)

* 33. Let $I \subseteq \mathbb{R}$ be an open interval and $f : I \to \mathbb{R}$ a function. We say that $f$ is convex if whenever $\alpha, \beta \in I$ and $0 \leq t \leq 1$ then

$$f((1 - t)\alpha + t\beta) \leq (1 - t)f(\alpha) + tf(\beta).$$
Prove that a convex function must be continuous. What does this definition of convex function have to do with the notion of "concave up" that you learned in calculus?
Chapter 7

Differentiation of Functions

7.1 The Concept of Derivative

Let $f$ be a function with domain an open interval $I$. If $x \in I$ then the quantity

$$\frac{f(t) - f(x)}{t - x}$$

measures the slope of the chord of the graph of $f$ that connects the points $(x, f(x))$ and $(t, f(t))$. See Figure 7.1. If we let $t \to x$ then the limit of the quantity represented by this "Newton quotient" should represent the slope of the graph at the point $x$. These considerations motivate the definition of the derivative:

**Definition 7.1** If $f$ is a function with domain an open interval $I$ and if $x \in I$ then the limit

$$\lim_{t \to x} \frac{f(t) - f(x)}{t - x},$$

when it exists, is called the derivative of $f$ at $x$. See Figure 7.2. If the derivative of $f$ at $x$ exists then we say that $f$ is differentiable at $x$. If $f$ is differentiable at every $x \in I$ then we say that $f$ is differentiable on $I$.

We write the derivative of $f$ at $x$ either as

$$f'(x) \quad \text{or} \quad \frac{d}{dx} f \quad \text{or} \quad \frac{df}{dx}.$$

We begin our discussion of the derivative by establishing some basic properties and relating the notion of derivative to continuity.

**Lemma 7.1**

If $f$ is differentiable at a point $x$ then $f$ is continuous at $x$. In particular, $\lim_{t \to x} f(t) = f(x)$. 
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Figure 7.1

Figure 7.2
7.1 The Concept of Derivative

Proof: We use Theorem 6.1 (b) about limits to see that

$$\lim_{t \to x} (f(t) - f(x)) = \lim_{t \to x} \left( (t - x) \cdot \frac{f(t) - f(x)}{t - x} \right)$$

$$= \lim_{t \to x} (t - x) \cdot \lim_{t \to x} \frac{f(t) - f(x)}{t - x}$$

$$= 0 \cdot f'(x)$$

$$= 0.$$

Therefore $\lim_{t \to x} f(t) = f(x)$ and $f$ is continuous at $x$. $\square$

Thus all differentiable functions are continuous: differentiability is a stronger property than continuity. Observe that the function $f(x) = |x|$ is continuous at every $x$ but is not differentiable at 0. So continuity does not imply differentiability. Details appear in Example 7.1.

Theorem 7.1
Assume that $f$ and $g$ are functions with domain an open interval $I$ and that $f$ and $g$ are differentiable at $x \in I$. Then $f \pm g$, $f \cdot g$, and $f/g$ are differentiable at $x$ (for $f/g$ we assume that $g(x) \neq 0$.) Moreover

(a) $(f \pm g)'(x) = f'(x) \pm g'(x);$

(b) $(f \cdot g)'(x) = f'(x) \cdot g(x) + f(x) \cdot g'(x);$

(c) $\left( \frac{f}{g} \right)'(x) = \frac{g(x) \cdot f'(x) - f(x) \cdot g'(x)}{g^2(x)}.$

Proof: Assertion (a) is easy and we leave it as an exercise for you.

For (b), we write

$$\lim_{t \to x} \frac{(f \cdot g)(t) - (f \cdot g)(x)}{t - x} = \lim_{t \to x} \left( \frac{(f(t) - f(x)) \cdot g(t)}{t - x} + \frac{(g(t) - g(x)) \cdot f(x)}{t - x} \right)$$

$$= \lim_{t \to x} \left( \frac{(f(t) - f(x)) \cdot g(t)}{t - x} \right) + \lim_{t \to x} \left( \frac{(g(t) - g(x)) \cdot f(x)}{t - x} \right)$$

$$= \lim_{t \to x} \left( \frac{(f(t) - f(x))}{t - x} \right) \cdot \left( \lim_{t \to x} g(t) \right) + \lim_{t \to x} \left( \frac{(g(t) - g(x))}{t - x} \right) \cdot \left( \lim_{t \to x} f(x) \right),$$
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where we have used Theorem 6.1 about limits. Now the first limit is the derivative of \( f \) at \( x \), while the third limit is the derivative of \( g \) at \( x \). Also notice that the limit of \( g(t) \) equals \( g(x) \) by the lemma. The result is that the last line equals

\[
f'(x) \cdot g(x) + g'(x) \cdot f(x),
\]
as desired.

To prove (c), write

\[
\lim_{t \to x} \frac{(f/g)(t) - (f/g)(x)}{t - x} = \lim_{t \to x} \frac{1}{g(t) \cdot g(x)} \left( \frac{f(t) - f(x)}{t - x} \cdot g(x) \right) - \frac{g(t) - g(x)}{t - x} \cdot f(x)
\]

The proof is now completed by using Theorem 6.1 about limits to evaluate the individual limits in this expression.

\[\square\]

Example 7.1

That \( f(x) = x \) is differentiable follows from

\[
\lim_{t \to x} \frac{t - x}{t - x} = 1.
\]

Any constant function is differentiable (with derivative identically zero) by a similar argument. It follows from the theorem that any polynomial function is differentiable.

On the other hand, the continuous function \( f(x) = |x| \) is not differentiable at the point \( x = 0 \). This is so because

\[
\lim_{t \to 0^-} \frac{|t| - |0|}{t - x} = \lim_{t \to 0^-} \frac{-t - 0}{t - 0} = -1
\]

while

\[
\lim_{t \to 0^+} \frac{|t| - |0|}{t - x} = \lim_{t \to 0^+} \frac{t - 0}{t - 0} = 1.
\]

So the required limit does not exist.

\[\square\]

Since the subject of differential calculus is concerned with learning uses of the derivative, it concentrates on functions which are differentiable. One comes away from the subject with the impression that most functions are differentiable except at a few isolated points—as is the case with the function \( f(x) = |x| \). Indeed this was what the mathematicians of the nineteenth century thought. Therefore it came as a shock when
Karl Weierstrass produced a continuous function that is not differentiable at any point. In a sense that will be made precise in Chapter 14, most continuous functions are of this nature: their graphs "wiggle" so much that they cannot have a tangent line at any point. Now we turn to an elegant variant of the example of Weierstrass that is due to B. L. van der Waerden (1903–1996).

**Theorem 7.2**

Define a function $\psi$ with domain $\mathbb{R}$ by the rule

$$
\psi(x) = \begin{cases} 
x - n & \text{if } n \leq x < n + 1 \text{ and } n \text{ is even} \\
n + 1 - x & \text{if } n \leq x < n + 1 \text{ and } n \text{ is odd}
\end{cases}
$$

for every integer $n$. The graph of this function is exhibited in Figure 7.3. Then the function

$$
f(x) = \sum_{j=1}^{\infty} \left( \frac{3}{4} \right)^j \psi(4^j x)
$$

is continuous at every real $x$ and differentiable at no real $x$.

**Proof:** Since we have not yet discussed series of functions, we take a moment to understand the definition of $f$. Fix a real $x$. Then the series becomes a series of numbers, and the $j^{th}$ summand does not exceed $\left( \frac{3}{4} \right)^j$ in absolute value. Thus the series converges absolutely; therefore it converges. So it is clear that the displayed formula defines a function of $x$.

**Step I: $f$ is continuous.** To see that $f$ is continuous, pick an $\epsilon > 0$. Choose $N$ so large that

$$
\sum_{j=N+1}^{\infty} \left( \frac{3}{4} \right)^j < \frac{\epsilon}{4}
$$
(we can of course do this because the series \( \sum \left( \frac{3}{4} \right)^j \) converges). Now fix \( x \). Observe that since \( \psi \) is continuous and the graph of \( \psi \) is composed of segments of slope 1 we have

\[
|\psi(s) - \psi(t)| \leq |s - t|
\]

for all \( s \) and \( t \). Moreover \( |\psi(s) - \psi(t)| \leq 1 \) for all \( s, t \).

For \( j = 1, 2, \ldots, N \) pick \( \delta_j > 0 \) so that when \( |t - x| < \delta_j \) then

\[
|\psi (4^j t) - \psi (4^j x)| < \frac{\varepsilon}{8}.
\]

Let \( \delta \) be the minimum of \( \delta_1, \ldots, \delta_N \).

Now if \( |t - x| < \delta \) then

\[
|f(t) - f(x)| = \left| \sum_{j=1}^{N} \left( \frac{3}{4} \right)^j \cdot (\psi(4^j t) - \psi(4^j x)) \right| + \sum_{j=N+1}^{\infty} \left( \frac{3}{4} \right)^j \cdot (\psi(4^j t) - \psi(4^j x)) \leq \sum_{j=1}^{N} \left( \frac{3}{4} \right)^j \cdot (\psi(4^j t) - \psi(4^j x)) \right| + \sum_{j=N+1}^{\infty} \left( \frac{3}{4} \right)^j \cdot (\psi(4^j t) - \psi(4^j x)) \leq \sum_{j=1}^{N} \left( \frac{3}{4} \right)^j \cdot \frac{\varepsilon}{8} + \sum_{j=N+1}^{\infty} \left( \frac{3}{4} \right)^j .
\]

Here we have used the choice of \( \delta \) to estimate the summands in the first sum. The first sum is thus less than \( \varepsilon/2 \) (just notice that \( \sum_{j=1}^{\infty} (3/4)^j < 4 \)). The second sum is less than \( \varepsilon/2 \) by the choice of \( N \). Altogether then

\[
|f(t) - f(x)| < \varepsilon
\]

whenever \( |t - x| < \delta \). Therefore \( f \) is continuous, indeed uniformly so.

\textbf{Step II: } \textit{f is nowhere differentiable.} Fix \( x \). For \( \ell = 1, 2, \ldots \) define \( t_\ell = x \pm 4^{-\ell}/2 \). We will say whether the sign is plus or minus in
a moment (this will depend on the position of $x$ relative to the integers). Then

$$\left| \frac{f(t_\ell) - f(x)}{t_\ell - x} \right| = \left| \frac{1}{t_\ell - x} \left[ \sum_{j=1}^{\ell} \left( \frac{3}{4} \right)^j (\psi(4^j t_\ell) - \psi(4^j x)) + \sum_{j=\ell+1}^{\infty} \left( \frac{3}{4} \right)^j (\psi(4^j t_\ell) - \psi(4^j x)) \right] \right|. $$

(*)

Notice that, when $j \geq \ell + 1$, then $4^j t_\ell$ and $4^j x$ differ by an even integer. Since $\psi$ has period 2, we find that each of the summands in the second sum is 0. Next we turn to the first sum.

We choose the sign—plus or minus—in the definition of $t_\ell$ so that there is no integer lying between $4^\ell t_\ell$ and $4^\ell x$. We can do this because the two numbers differ by $1/2$. But then the $\ell^{th}$ summand has magnitude

$$(3/4)^\ell \cdot |4^\ell t_\ell - 4^\ell x| = 3^\ell |t_\ell - x|. $$

On the other hand, the first $\ell - 1$ summands add up to not more than

$$\sum_{j=1}^{\ell-1} \left( \frac{3}{4} \right)^j \cdot |4^j t_\ell - 4^j x| = \sum_{j=1}^{\ell-1} 3^j \cdot 4^{-j}/2 \leq \frac{3^\ell - 1}{3 - 1} \cdot 4^{-\ell}/2 \leq 3^\ell \cdot 4^{-\ell-1}. $$

It follows that

$$\left| \frac{f(t_\ell) - f(x)}{t_\ell - x} \right| = \frac{1}{|t_\ell - x|} \cdot \left| \sum_{j=1}^{\ell} \left( \frac{3}{4} \right)^j (\psi(4^j t_\ell) - \psi(4^j x)) \right| $$

$$= \frac{1}{|t_\ell - x|} \cdot \left| \sum_{j=1}^{\ell-1} \left( \frac{3}{4} \right)^j (\psi(4^j t_\ell) - \psi(4^j x)) + \left( \frac{3}{4} \right)^\ell (\psi(4^\ell t_\ell) - \psi(4^\ell x)) \right| $$

$$\geq \frac{1}{|t_\ell - x|} \cdot \left| \left( \frac{3}{4} \right)^\ell \psi(4^\ell t_\ell) - \left( \frac{3}{4} \right)^\ell \psi(4^\ell x) \right| $$

$$- \frac{1}{|t_\ell - x|} \cdot \left| \sum_{j=1}^{\ell-1} \left( \frac{3}{4} \right)^j (\psi(4^j t_\ell) - \psi(4^j x)) \right| $$
Thus \( t_\ell \to x \) but the Newton quotients blow up. Therefore the limit

\[
\lim_{t \to x} \frac{f(t) - f(x)}{t - x}
\]

cannot exist. The function \( f \) is not differentiable at \( x \).

The proof of the last theorem was long, but the idea is simple: the function \( f \) is built by piling oscillations on top of oscillations. When the \( \ell \)th oscillation is added, it is made very small in size so that it does not cancel the previous oscillations. But it is made very steep so that it will cause the derivative to become large.

The practical meaning of Weierstrass's example is that we should realize that differentiability is a very strong and special property of functions. Most continuous functions are not differentiable at any point. Theorem 14.3 will make this assertion precise. When we are proving theorems about continuous functions, we should not think of them in terms of properties of differentiable functions.

Next we turn to the Chain Rule.

**Theorem 7.3**

Let \( g \) be a differentiable function on an open interval \( I \) and let \( f \) be a differentiable function on an open interval that contains the range of \( g \). Then \( f \circ g \) is differentiable on the interval \( I \) and

\[
(f \circ g)'(x) = f'(g(x)) \cdot g'(x)
\]

for each \( x \in I \).

**Proof:** We use the notation \( \Delta t \) to stand for an increment in the variable \( t \). Let us use the symbol \( \mathcal{V}(r) \) to stand for any expression which tends to 0 as \( \Delta r \to 0 \). Fix \( x \in I \). Set \( r = g(x) \). By hypothesis,

\[
\lim_{\Delta r \to 0} \frac{f(r + \Delta r) - f(r)}{\Delta r} = f'(r)
\]

or

\[
\frac{f(r + \Delta r) - f(r)}{\Delta r} - f'(r) = \mathcal{V}(r)
\]

or

\[
f(r + \Delta r) = f(r) + \Delta r \cdot f'(r) + \Delta r \cdot \mathcal{V}(r).
\]
Notice that equation (*) is valid even when \( \Delta r = 0 \). Since \( \Delta r \) in equation (\*) can be any small quantity, we set
\[
\Delta r = \Delta x \cdot [g'(x) + \mathcal{V}(x)].
\]
Substituting this expression into (*) and using the fact that \( r = g(x) \) yields
\[
f(g(x) + \Delta x [g'(x) + \mathcal{V}(x)]) =
\]
\[
f(r) + (\Delta x \cdot [g'(x) + \mathcal{V}(x)]) \cdot f'(r) +
\]
\[
(\Delta x \cdot [g'(x) + \mathcal{V}(x)]) \cdot \mathcal{V}(r)
\]
\[
= f(g(x)) + \Delta x \cdot f'(g(x)) \cdot g'(x) + \Delta x \cdot \mathcal{V}(x).
\]
(\**\)

Just as we derived (*), we may also obtain
\[
g(x + \Delta x) = g(x) + \Delta x \cdot g'(x) + \Delta x \cdot \mathcal{V}(x)
\]
\[
= g(x) + \Delta x [g'(x) + \mathcal{V}(x)].
\]

We may substitute this equality into the left side of (\**) to obtain
\[
f(g(x + \Delta x)) = f(g(x)) + \Delta x \cdot f'(g(x)) \cdot g'(x) + \Delta x \cdot \mathcal{V}(x).
\]

With some algebra this can be rewritten as
\[
\frac{f(g(x + \Delta x)) - f(g(x))}{\Delta x} - f'(g(x)) \cdot g'(x) = \mathcal{V}(x).
\]

But this just says that
\[
\lim_{\Delta x \to 0} \frac{(f \circ g)(x + \Delta x) - (f \circ g)(x)}{\Delta x} = f'(g(x)) \cdot g'(x).
\]

That is, \((f \circ g)'(x)\) exists and equals \(f'(g(x)) \cdot g'(x)\), as desired. \(\Box\)

7.2 The Mean Value Theorem and Applications

We begin this section with some remarks about local maxima and minima of functions.

**Definition 7.2** Let \( f \) be a function with domain \((a, b)\). A point \( x \in (a, b) \) is called a **local maximum** for \( f \) if there is an \( \delta > 0 \) such that \( f(t) \leq f(x) \) for all \( t \in (x - \delta, x + \delta) \). A point \( x \in (a, b) \) is called a **local minimum** for \( f \) if there is an \( \delta > 0 \) such that \( f(t) \geq f(x) \) for all \( t \in (x - \delta, x + \delta) \). See Figure 7.4.
Local minima (plural of minimum) and local maxima (plural of maximum) are referred to collectively as local extrema.

**Proposition 7.1** [Fermat]

If $f$ is a function with domain $(a, b)$, if $f$ has a local extremum at $x \in (a, b)$, and if $f$ is differentiable at $x$ then $f'(x) = 0$.

**Proof:** Suppose that $x$ is a local minimum. Then there is a $\delta > 0$ such that if $x - \delta < t < x$ then $f(t) > f(x)$. Then

$$
\frac{f(t) - f(x)}{t - x} < 0.
$$

Letting $t \to x$, it follows that $f'(x) \leq 0$. Similarly, if $x < t < x + \delta$ for suitable $\delta$ then

$$
\frac{f(t) - f(x)}{t - x} \geq 0
$$

It follows that $f'(x) \geq 0$. We must conclude that $f'(x) = 0$.

A similar argument applies if $x$ is a local maximum. The proof is complete. \qed

Before going on to mean value theorems, we provide a striking application of the proposition:
7.2 The Mean Value Theorem and Applications

**Theorem 7.4** [Darboux’s Theorem]
Let \( f \) be a differentiable function on an open interval \( I \). Pick points \( s < t \) in \( I \) and suppose that \( f'(s) < \rho < f'(t) \). Then there is a point \( u \) between \( s \) and \( t \) such that \( f'(u) = \rho \).

**Proof:** Consider the function \( g(x) = f(x) - \rho x \). Then \( g'(s) < 0 \) and \( g'(t) > 0 \). Assume for simplicity that \( s < t \). The sign of the derivative at \( s \) guarantees that \( g(\hat{s}) < g(s) \) for \( \hat{s} \) greater than \( s \) and near \( s \). The sign of the derivative at \( t \) guarantees that \( g(\hat{t}) < g(t) \) for \( \hat{t} \) less than \( t \) and near \( t \). Thus the minimum of the continuous function \( g \) on the compact interval \([s, t]\) must occur at some point \( u \) in the interior \((s, t)\). The proposition guarantees that \( g'(u) = 0 \), or \( f'(u) = \rho \) as claimed. \( \square \)

If \( f' \) were a continuous function then the theorem would just be a special instance of the Intermediate Value Property of continuous functions (see Corollary 6.3). But derivatives need not be continuous, as the example

\[
f(x) = \begin{cases} 
  x^2 \cdot \sin(1/x) & \text{if } x \neq 0 \\
  0 & \text{if } x = 0
\end{cases}
\]

illustrates. Check yourself that \( f'(0) \) exists and vanishes but \( \lim_{x \to 0} f'(x) \) does not exist. This example illustrates the significance of the theorem. Since the theorem says that \( f' \) will always satisfy the Intermediate Value Property (even when it is not continuous), its discontinuities cannot be of the first kind. In other words:

**Proposition 7.2**
If \( f \) is a differentiable function on an open interval \( I \) then the discontinuities of \( f' \) are all of the second kind.

Next we turn to the simplest form of the Mean Value Theorem.

**Theorem 7.5** [Rolle’s Theorem]
Let \( f \) be a continuous function on the closed interval \([a, b]\) which is differentiable on \((a, b)\). If \( f(a) = f(b) = 0 \) then there is a point \( \xi \in (a, b) \) such that \( f'(\xi) = 0 \). See Figure 7.5.

**Proof:** If \( f \) is a constant function then any point \( \xi \) in the interval will do. So assume that \( f \) is nonconstant.

Theorem 6.5 guarantees that \( f \) will have both a maximum and a minimum in \([a, b]\). If one of these occurs in \((a, b)\) then Proposition 7.1 guarantees that \( f' \) will vanish at that point and we are done. If both occur at the endpoints then all the values of \( f \) lie between 0 and 0. In
other words \( f \) is constant, contradicting our assumption. \qed

Of course the point \( \xi \) in Rolle’s theorem need not be unique. If \( f(x) = x^3 - x^2 - 2x \) on the interval \([-1, 2]\) then \( f(a) = f(b) = 0 \) and \( f' \) vanishes at \textit{two} points of the interval \((-1, 2)\). Refer to Figure 7.6.

If you rotate the graph of a function satisfying the hypotheses of Rolle’s theorem, the result suggests that for any continuous function \( f \) on an interval \([a, b]\), differentiable on \((a, b)\), we should be able to relate the slope of the chord connecting \((a, f(a))\) and \((b, f(b))\) with the value of \( f' \) at some interior point. That is the content of the standard Mean Value Theorem:

**Theorem 7.6** [The Mean Value Theorem]

\( f \) be a continuous function on the closed interval \([a, b]\) that is differentiable on \((a, b)\). There exists a point \( \xi \in (a, b) \) such that

\[
\frac{f(b) - f(a)}{b - a} = f'(\xi).
\]

See Figure 7.7.

**Proof:** Our scheme is to implement the remarks preceding the theorem: we “rotate” the picture to reduce to the case of Rolle’s theorem. More precisely, define

\[
g(x) = f(x) - \left[ f(a) + \frac{f(b) - f(a)}{b - a} \cdot (x - a) \right] \quad \text{if} \quad x \in [a, b].
\]
By direct verification, $g$ is continuous on $[a, b]$ and differentiable on $(a, b)$ (after all, $g$ is obtained from $f$ by elementary arithmetic operations). Also $g(a) = g(b) = 0$. Thus we may apply Rolle's theorem to $g$ and we find that there is a $\xi \in (a, b)$ such that $g'(\xi) = 0$. Remembering that $x$ is the variable, we differentiate the formula for $g$ to find that

$$0 = g'(\xi) = \left. \left[ f'(x) - \frac{f(b) - f(a)}{b - a} \right] \right|_{x = \xi}$$

$$= f'(\xi) - \frac{f(b) - f(a)}{b - a}.$$

As a result,

$$f'(\xi) = \frac{f(b) - f(a)}{b - a}.$$  \hfill \Box

**Corollary 7.1**

If $f$ is a differentiable function on the open interval $I$ and if $f'(x) = 0$ for all $x \in I$ then $f$ is a constant function.

**Proof:** If $s$ and $t$ are any two elements of $I$ then the theorem tells us that

$$f(s) - f(t) = f'(\xi) \cdot (s - t)$$

for some $\xi$ between $s$ and $t$. But, by hypothesis, $f'(\xi) = 0$. We conclude that $f(s) = f(t)$. But since $s$ and $t$ were chosen arbitrarily we must conclude that $f$ is constant. \hfill \Box

**Corollary 7.2**

If $f$ is differentiable on an open interval $I$ and $f'(x) \geq 0$ for all $x \in I$ then $f$ is monotone increasing on $I$; that is, if $s < t$ are elements of $I$ then $f(s) \leq f(t)$.

If $f$ is differentiable on an open interval $I$ and $f'(x) \leq 0$ for all $x \in I$ then $f$ is monotone decreasing on $I$; that is, if $s < t$ are elements of $I$ then $f(s) \geq f(t)$.

**Proof:** Similar to the preceding corollary. \hfill \Box

**Example 7.2**

Let us verify that if $f$ is a differentiable function on $\mathbb{R}$ and if $|f'(x)| \leq 1$ for all $x$ then $|f(s) - f(t)| \leq |s - t|$ for all real $s$ and $t$. 

In fact, for \( s \neq t \) there is a \( \xi \) between \( s \) and \( t \) such that

\[
\frac{f(s) - f(t)}{s - t} = f'(\xi).
\]

But \( |f'(\xi)| \leq 1 \) by hypothesis hence

\[
\left| \frac{f(s) - f(t)}{s - t} \right| \leq 1
\]
or

\[
|f(s) - f(t)| \leq |s - t|.
\]

**Example 7.3**

Let us verify that

\[
\lim_{x \to +\infty} (\sqrt{x + 5} - \sqrt{x}) = 0.
\]

Here the limit operation means that for any \( \epsilon > 0 \) there is an \( N > 0 \) such that \( x > N \) implies that the expression in parentheses has absolute value less than \( \epsilon \).

Define \( f(x) = \sqrt{x} \) for \( x > 0 \). Then the expression in parentheses is just \( f(x + 5) - f(x) \). By the Mean Value Theorem this equals

\[
f'(\xi) \cdot 5
\]
for some \( x < \xi < x + 5 \). But this last expression is

\[
\frac{1}{2} \cdot \xi^{-1/2} \cdot 5.
\]

By the bounds on \( \xi \), this is

\[
\leq \frac{5}{2} x^{-1/2}.
\]

Clearly, as \( x \to +\infty \), this expression tends to zero.

A powerful tool in analysis is a generalization of the usual Mean Value Theorem that is due to A. L. Cauchy (1789–1857):

**Theorem 7.7** [Cauchy's Mean Value Theorem]

Let \( f \) and \( g \) be continuous functions on the interval \([a, b]\) which are both differentiable on the interval \((a, b)\). Then there is a point \( \xi \in (a, b) \) such that

\[
\frac{f(b) - f(a)}{g(b) - g(a)} = \frac{f'(\xi)}{g'(\xi)}.
\]
Proof: Apply the usual Mean Value Theorem to the function
\[ h(x) = g(x) \cdot \{f(b) - f(a)\} - f(x) \cdot \{g(b) - g(a)\}. \]
\[ \square \]

Clearly the usual Mean Value Theorem (Theorem 7.6) is obtained from Cauchy’s by taking \( g(x) \) to be the function \( x \). We conclude this section by illustrating a typical application of the result.

Example 7.4

Let \( f \) be a differentiable function on an interval \( I \) such that \( f' \) is differentiable at a point \( x \in I \). Then
\[
\lim_{h \to 0^+} \frac{2(f(x + h) + f(x - h) - 2f(x))}{h^2} = (f')'(x) = f''(x).
\]

To see this, fix \( x \) and define \( F(h) = f(x + h) + f(x - h) - 2f(x) \) and \( G(h) = h^2 \). Then
\[
\frac{2(f(x + h) + f(x - h) - 2f(x))}{h^2} = \frac{F(h) - F(0)}{G(h) - G(0)}.
\]

According to Cauchy’s Mean Value Theorem, there is a \( \xi \) between \( 0 \) and \( h \) such that the last line equals
\[
\frac{F'(\xi)}{G'(\xi)}.
\]

Writing this expression out gives
\[
\frac{f'(x + \xi) - f'(x - \xi)}{2\xi} = \frac{1}{2} \cdot \frac{f'(x + \xi) - f'(x)}{\xi} + \frac{1}{2} \cdot \frac{f'(x - \xi) - f'(x)}{-\xi},
\]
and the last line tends, by the definition of the derivative, to the quantity \((f')'(x)\). \[ \square \]

It is a fact that the standard proof of l’Hôpital’s Rule (Guillaume François Antoine de l’Hôpital, Marquis de St.-Mesme, 1661–1704) is obtained by way of Cauchy’s Mean Value Theorem. This line of reasoning is explored in the next section.
7.3 More on the Theory of Differentiation

l'Hôpital's Rule (actually due to his teacher J. Bernoulli (1667-1748)) is a useful device for calculating limits, and a nice application of the Cauchy Mean Value Theorem. Here we present a special case of the theorem.

**Theorem 7.8**

Suppose that \( f \) and \( g \) are differentiable functions on an open interval \( I \) and that \( p \in I \). If \( \lim_{x \to p} f(x) = \lim_{x \to p} g(x) = 0 \) and if

\[
\lim_{x \to p} \frac{f'(x)}{g'(x)}
\]

exists and equals a real number \( \ell \) then

\[
\lim_{x \to p} \frac{f(x)}{g(x)} = \ell.
\]

**Proof:** Fix a real number \( a > \ell \). By (*) there is a number \( q > p \) such that if \( p < x < q \) then

\[
\frac{f'(x)}{g'(x)} < a.
\]

But now if \( p < s < t < q \) then

\[
\frac{f(t) - f(s)}{g(t) - g(s)} = \frac{f'(x)}{g'(x)}
\]

for some \( s < x < t \) (by Cauchy's Mean Value Theorem). It follows then from (**) that

\[
\frac{f(t) - f(s)}{g(t) - g(s)} < a.
\]

Now let \( s \to p \) and invoke the hypothesis about the zero limit of \( f \) and \( g \) at \( p \) to conclude that

\[
\frac{f(t)}{g(t)} \leq a
\]

when \( p < t < q \). Since \( a \) is an arbitrary number to the right of \( \ell \) we conclude that

\[
\limsup_{t \to p^+} \frac{f(t)}{g(t)} \leq \ell.
\]

Similar arguments show that

\[
\liminf_{t \to p^+} \frac{f(t)}{g(t)} \geq \ell;
\]
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\[
\limsup_{t \to p^-} \frac{f(t)}{g(t)} \leq \ell; \\
\liminf_{t \to p^-} \frac{f(t)}{g(t)} \geq \ell.
\]

We conclude that the desired limit exists and equals \( \ell \). \( \square \)

Example 7.5

Let

\[
f(x) = |\ln|x||^2.
\]

We wish to determine \( \lim_{x \to 0} f(x) \). To do so, we define

\[
F(x) = \ln f(x) = x^2 \ln|\ln|x|| = \frac{\ln|\ln|x||}{1/x^2}.
\]

Notice that both the numerator and the denominator tend to \( \pm \infty \) as \( x \to 0 \). So the hypotheses of l'Hôpital's rule are satisfied and the limit is

\[
\lim_{x \to 0} \frac{\ln|\ln|x||}{1/x^2} = \lim_{x \to 0} \frac{1/[x \ln|x||]}{-2/x^3} = \lim_{x \to 0} \frac{-x^2}{2 \ln|x|} = 0.
\]

Since \( \lim_{x \to 0} F(x) = 0 \) we may conclude that the original limit \( \lim_{x \to 0} f(x) = 1 \). \( \square \)

Proposition 7.3

Let \( f \) be an invertible function on an interval \((a, b)\) with nonzero derivative at a point \( x \in (a, b) \). Let \( X = f(x) \). Then \((f^{-1})'(X)\) exists and equals \( 1/f'(x) \).

Proof: Observe that, for \( T \neq X \),

\[
\frac{f^{-1}(T) - f^{-1}(X)}{T - X} = \frac{1}{f(t)-f(x)} \tag{\ast}
\]

where \( T = f(t) \). Since \( f'(x) \neq 0 \), the difference quotients for \( f \) in the denominator are bounded from zero hence the limit of the formula in (\ast) exists. This proves that \( f^{-1} \) is differentiable at \( X \) and that the derivative equals \( 1/f'(x) \). \( \square \)
Example 7.6

We know that the function \( f(x) = x^k, k \) a positive integer, is one-to-one and differentiable on the interval \((0, 1)\). Moreover the derivative \( k \cdot x^{k-1} \) never vanishes on that interval. Therefore the proposition applies and we find for \( X \in (0, 1) = f((0, 1)) \) that

\[
(f^{-1})'(X) = \frac{1}{f'(x)} = \frac{1}{f'(X^{1/k})}
\]

\[
= \frac{1}{k \cdot X^{1-1/k}} = \frac{1}{k} \cdot X^{\frac{1}{k}-1}.
\]

In other words,

\[
\left(X^{1/k}\right)' = \frac{1}{k} X^{\frac{1}{k}-1}.
\]

We conclude this section by saying a few words about higher derivatives. If \( f \) is a differentiable function on an open interval \( I \) then we may ask whether the function \( f' \) is differentiable. If it is, we denote its derivative by

\[
f'' \text{ or } f^{(2)} \quad \text{or} \quad \frac{d^2}{dx^2} f \quad \text{or} \quad \frac{d^2 f}{dx^2},
\]

and call it the second derivative of \( f \). Likewise the derivative of the \((k - 1)^{th}\) derivative, if it exists, is called the \( k^{th}\) derivative and is denoted

\[
f''''\ldots \text{ or } f^{(k)} \quad \text{or} \quad \frac{d^k}{dx^k} f \quad \text{or} \quad \frac{d^k f}{dx^k}.
\]

Observe that we cannot even consider whether \( f^{(k)} \) exists at a point unless \( f^{(k-1)} \) exists in a neighborhood of that point.

If \( f \) is \( k \) times differentiable on an open interval \( I \) and if each of the derivatives \( f^{(1)}, f^{(2)}, \ldots, f^{(k)} \) is continuous on \( I \) then we say that the function \( f \) is \( k \) times continuously differentiable on \( I \). Obviously there is some redundancy in this definition since the continuity of \( f^{(j)} \) follows from the existence of \( f^{(j)} \). Thus only the continuity of the last derivative \( f^{(k)} \) need be checked. Continuously differentiable functions are useful tools in analysis. We denote the class of \( k \) times continuously differentiable functions on \( I \) by \( C^k(I) \).

For \( k = 1, 2, \ldots \) the function

\[
f_k(x) = \begin{cases} 
x^{k+1} & \text{if } x \geq 0 \\
-x^{k+1} & \text{if } x < 0
\end{cases}
\]

will be \( k \) times continuously differentiable on \( \mathbb{R} \) but will fail to be \( k + 1 \) times differentiable at \( x = 0 \). More dramatically, an analysis similar
to the one we used on the Weierstrass nowhere differentiable function shows that the function

\[ g_k(x) = \sum_{j=1}^{\infty} \frac{3^j}{4^j + j^k} \sin(4^j x) \]

is \( k \) times continuously differentiable on \( \mathbb{R} \) but will not be \( k + 1 \) times differentiable at any point (this function, with \( k = 0 \), was Weierstrass's original example).

A more refined notion of smoothness/continuity of functions is that of Hölder continuity or Lipschitz continuity (see Section 6.3). If \( f \) is a function on an open interval \( I \) and if \( 0 < \alpha \leq 1 \) then we say that \( f \) satisfies a Lipschitz condition of order \( \alpha \) on \( I \) if there is a constant \( M \) such that for all \( s, t \in I \) we have

\[ |f(s) - f(t)| \leq M \cdot |s - t|^{\alpha}. \]

Such a function is said to be of class \( \text{Lip}_\alpha(I) \). Clearly a function of class \( \text{Lip}_\alpha \) is uniformly continuous on \( I \). For if \( \epsilon > 0 \) then we may take \( \delta = \left( \frac{\epsilon}{M} \right)^{1/\alpha} : \) then for \( |s - t| < \alpha \) we have

\[ |f(s) - f(t)| \leq M \cdot |s - t|^\alpha < M \cdot \epsilon / M = \epsilon. \]

Interestingly, when \( \alpha > 1 \) the class \( \text{Lip}_\alpha(I) \) contains only constant functions. For in this instance the inequality

\[ |f(s) - f(t)| \leq M \cdot |s - t|^{\alpha} \]

leads to

\[ \left| \frac{f(s) - f(t)}{s - t} \right| \leq M \cdot |s - t|^{\alpha - 1}. \]

Because \( \alpha - 1 > 0 \), letting \( s \to t \) yields that \( f'(t) \) exists for every \( t \in I \) and equals 0. It follows from Corollary 7.1 of the last section that \( f \) is constant on \( I \).

Instead of trying to extend the definition of \( \text{Lip}_\alpha(I) \) to \( \alpha > 1 \) it is customary to define classes of functions \( C^{k,\alpha} \), for \( k = 0, 1, \ldots \) and \( 0 < \alpha \leq 1 \), by the condition that \( f \) be of class \( C^k \) on \( I \) and that \( f^{(k)} \) be an element of \( \text{Lip}_\alpha(I) \). We leave it as an exercise for you to verify that \( C^{k,\alpha} \subseteq C^{\ell,\beta} \) if either \( k > \ell \) or both \( k = \ell \) and \( \alpha \geq \beta \).

In more advanced studies in analysis, it is appropriate to replace \( \text{Lip}_1(I) \), and more generally \( C^{k,1} \), with another space (invented by Antoni Zygmund, 1900–1992) defined in a more subtle fashion using second differences as in Example 7.4. These matters exceed the scope of this book, but we shall make a few remarks about them in the exercises.
Exercises

1. Prove part (a) of Theorem 7.1.

2. If $f$ is a $C^2$ function on $\mathbb{R}$ and if $|f''(x)| \leq C$ for all $x$ then prove that
   \[
   \left| \frac{f(x + h) + f(x - h) - 2f(x)}{h^2} \right| \leq C.
   \]

* 3. Give an example of a function $f$ for which the limit in Example 7.4 exists at some $x$ but for which $f$ is not twice differentiable at $x$.

4. For which positive integers $k$ is it true that if $f^k = f \cdot f \cdots f$ is differentiable at $x$ then $f$ is differentiable at $x$?

* 5. In which class $C^{k,\alpha}$ is the function $x \cdot \ln |x|$ on the interval $[-1/2, 1/2]$? How about the function $x/ \ln |x|$?

* 6. Give an example of a function on $\mathbb{R}$ such that
   \[
   \left| \frac{f(x + h) + f(x - h) - 2f(x)}{h} \right| \leq C
   \]
   for all $x$ and all $h \neq 0$ but $f$ is not in $\text{Lip}_1(\mathbb{R})$. (Hint: See Exercise 5.)

7. Fix a positive integer $k$. Give example of two functions $f$ and $g$ neither of which is in $C^k$ but such that $f \cdot g \in C^k$.

8. Fix a positive integer $\ell$ and define $f(x) = |x|^{\ell}$. In which class $C^k$ does $f$ lie? In which class $C^{k,\alpha}$ does it lie?

9. Let $f$ be a function that has domain an interval $I$ and takes values in the complex numbers. Then we may write $f(x) = u(x) + iv(x)$ with $u$ and $v$ each being real-valued functions. We say that $f$ is differentiable at a point $x \in I$ if both $u$ and $v$ are. Formulate an alternative definition of differentiability of $f$ at a point $x$ which makes no reference to $u$ and $v$ (but instead defines the derivative directly in terms of $f$) and prove that your new definition is equivalent to the definition in terms of $u$ and $v$.

10. Refer to Exercise 9 for terminology. Verify the properties of the derivative presented in Theorem 7.1 in the new context of complex-valued functions.

11. Let $f$ be a function that is continuous on $[0, \infty)$ and differentiable on $(0, \infty)$. If $f(0) = 0$ and $|f'(x)| \leq |f(x)|$ for all $x > 0$ then prove that $f(x) = 0$ for all $x$. [This result is often called Gronwall's inequality.]
12. Let $E \subseteq \mathbb{R}$ be a closed set. Fix a nonnegative integer $k$. Show that there is a function $f$ in $C^k(\mathbb{R})$ such that $E = \{x : f(x) = 0\}$.

13. Prove that the nowhere differentiable function constructed in Theorem 7.2 is in $\text{Lip}_\alpha$ for all $\alpha < 1$.

14. Let $f$ be a continuous function on $[a, b]$ that is differentiable on $(a, b)$. Assume that $f(a) = m$ and that $|f'(x)| \leq K$ for all $x \in (a, b)$. What bound can you then put on the magnitude of $f(b)$?

15. Let $f$ be a differentiable function on an open interval $I$ and assume that $f$ has no local minima nor local maxima on $I$. Prove that $f$ is either monotone increasing or monotone decreasing on $I$.

16. Let $f$ be a differentiable function on an open interval $I$. Prove that $f'$ is continuous if and only if the inverse image under $f'$ of any point is a closed set.

17. Let $f(x)$ equal 0 if $x$ is irrational; let $f(x)$ equal $1/q$ if $x$ is a rational number that can be expressed in lowest terms as $p/q$. Is $f$ differentiable at any $x$?

18. In the text we give sufficient conditions for the inclusion $C^{k, \alpha} \subseteq C^{\ell, \beta}$. Show that the inclusion is strict if either $k > \ell$ or $k = \ell$ and $\alpha > \beta$.

19. If $0 < \alpha \leq 1$ then prove that there is a constant $C_\alpha > 0$ such that for $0 < x < 1/2$ it holds that

$$|\ln x| \leq C_\alpha \cdot x^{-\alpha}.$$ 

Prove that the constant cannot be taken to be independent of $\alpha$.

20. If a function $f$ is twice differentiable on $(0, \infty)$ and $f''(x) \geq c > 0$ for all $x$ then prove that $f$ is not bounded from above.

21. If $f$ is differentiable on an interval $I$ and $f'(x) > 0$ for all $x \in I$ then does it follow that $(f^2)' > 0$ for all $x \in I$? What additional hypothesis on $f$ will make the conclusion true?

22. Answer Exercise 21 with the exponent 2 replaced by any positive integer exponent.

23. Suppose that $f$ is a differentiable function on an interval $I$ and that $f'(x)$ is never zero. Prove that $f$ is invertible. Then prove that $f^{-1}$ is differentiable. Finally, use the Chain Rule on the identity $f(f^{-1}) = x$ to derive a formula for $(f^{-1})'$. 
24. Assume that \( f \) is a continuous function on \((-1, 1)\) and that \( f \) is differentiable on \((-1, 0) \cup (0, 1)\). If the limit \( \lim_{x \to 0} f'(x) \) exists then is \( f \) differentiable at \( x = 0 \)?

25. Formulate notions of "left differentiable" and "right differentiable" for functions defined on suitable half-open intervals. Also formulate definitions of "left continuous" and "right continuous." If you have done things correctly, then you should be able to prove that a left differentiable (vis. right differentiable) function is left continuous (vis. right continuous).
Chapter 8

The Integral

8.1 Partitions and The Concept of Integral

We learn in calculus that it is often useful to think of an integral as representing area. However, this is but one of many important applications of integration theory. The integral is a generalization of the summation process. That is the point of view that we shall take in the present chapter.

Definition 8.1 Let \([a, b]\) be a closed interval in \(\mathbb{R}\). A finite, ordered set of points \(P = \{x_0, x_1, x_2, \ldots, x_{k-1}, x_k\}\) such that

\[
a = x_0 \leq x_1 \leq x_2 \leq \ldots \leq x_{k-1} \leq x_k = b
\]

is called a partition of \([a, b]\). Refer to Figure 8.1.

If \(P\) is a partition of \([a, b]\), then we let \(I_j\) denote the interval \([x_{j-1}, x_j]\), \(j = 1, 2, \ldots, k\). The symbol \(\Delta_j\) denotes the length of \(I_j\). The mesh of \(P\), denoted by \(m(P)\), is defined to be \(\max \Delta_j\).

The points of a partition need not be equally spaced, nor must they be distinct from each other.

Example 8.1

The set \(\mathcal{P} = \{0, 1, 1, 9/8, 2, 5, 21/4, 23/4, 6\}\) is a partition of the interval \([0, 6]\) with mesh 3 (because \(I_5 = [2, 5]\), with length 3, is the longest interval in the partition). See Figure 8.2.

\[
\begin{array}{ccccccc}
& x_0 & x_1 & x_2 & x_3 & x_4 & \cdots & x_k \\
\end{array}
\]

Figure 8.1
Definition 8.2  Let \([a, b]\) be an interval and let \(f\) be a function with domain \([a, b]\). If \(\mathcal{P} = \{x_0, x_1, x_2, \ldots, x_{k-1}, x_k\}\) is a partition of \([a, b]\) and if, for each \(j\), \(s_j\) is an element of \(I_j\) then the corresponding Riemann sum is defined to be
\[
\mathcal{R}(f, \mathcal{P}) = \sum_{j=1}^{k} f(s_j) \Delta_j.
\]

Example 8.2

Let \(f(x) = x^2 - x\) and \([a, b] = [1, 4]\). Define the partition \(\mathcal{P} = \{1, 3/2, 2, 7/3, 4\}\) of this interval. Then a Riemann sum for this \(f\) and \(\mathcal{P}\) is
\[
\mathcal{R}(f, \mathcal{P}) = (1^2 - 1) \cdot \frac{1}{2} + ((7/4)^2 - (7/4)) \cdot \frac{1}{2} \\
+ ((7/3)^2 - (7/3)) \cdot \frac{1}{3} + (3^2 - 3) \cdot \frac{5}{3} \\
= \frac{10103}{864}.
\]

Notice that we have complete latitude in choosing each point \(s_j\) from the corresponding interval \(I_j\). While at first confusing, we will find this freedom to be a powerful tool when proving results about the integral.

The first main step in the theory of the Riemann integral is to determine a method for “calculating the limit of the Riemann sums” of a function as the mesh of partitions tends to zero. There are in fact several methods for doing this. We have chosen the simplest one.

Definition 8.3  Let \([a, b]\) be an interval and \(f\) a function with domain \([a, b]\). We say that the Riemann sums of \(f\) tend to a limit \(\ell\) as \(m(\mathcal{P})\) tends to 0 if, for any \(\epsilon > 0\), there is a \(\delta > 0\) such that, if \(\mathcal{P}\) is any partition of \([a, b]\) with \(m(\mathcal{P}) < \delta\), then \(|\mathcal{R}(f, \mathcal{P}) - \ell| < \epsilon\) for every choice of \(s_j \in I_j\).

It will turn out to be critical for the success of this definition that we require that every partition of mesh smaller than \(\delta\) satisfy the conclusion
of the definition. The theory does not work effectively if for every \( \epsilon > 0 \) there is a \( \delta > 0 \) and some partition \( P \) of mesh less than \( \delta \) which satisfies the conclusion of the definition.

**Definition 8.4** A function \( f \) on a closed interval \([a, b]\) is said to be *Riemann integrable* on \([a, b]\) if the Riemann sums of \( R(f, P) \) tend to a finite limit as \( m(P) \) tends to zero.

The value of the limit, when it exists, is called the *Riemann integral* of \( f \) over \([a, b]\) and is denoted by

\[
\int_a^b f(x) \, dx.
\]

**REMARK 8.1** We mention now a useful fact that will be formalized in later sections. Suppose that \( f \) is Riemann integrable on \([a, b]\) with the value of the integral being \( \ell \). Let \( \epsilon > 0 \). Then, as stated in the definition (with \( \epsilon/2 \) replacing \( \epsilon \)), there is a \( \delta > 0 \) such that if \( Q \) is a partition of \([a, b]\) of mesh smaller than \( \delta \) then \( |R(f, Q) - \ell| < \epsilon/2 \). It follows that, if \( P \) and \( P' \) are partitions of \([a, b]\) of mesh smaller than \( \delta \), then

\[
|R(f, P) - R(f, P')| \leq |R(f, P) - \ell| + |\ell - R(f, P')| < \frac{\epsilon}{2} + \frac{\epsilon}{2} = \epsilon.
\]

Note, however, that we may choose \( P' \) to equal the partition \( P \). Also we may for each \( j \) choose the points \( s_j \), where \( f \) is evaluated for the Riemann sum over \( P \), to be a point where \( f \) very nearly assumes its supremum on \( I_j \). Likewise we may for each \( j \) choose the points \( s'_j \), where \( f \) is evaluated for the Riemann sum over \( P' \), to be a point where \( f \) very nearly assumes its infimum on \( I_j \). It easily follows that when the mesh of \( P \) is less than \( \delta \) then

\[
\sum_j \left( \sup_{I_j} f - \inf_{I_j} f \right) \Delta_j \leq \epsilon. \quad (*)
\]

This consequence of integrability will prove useful to us in some of the discussions in this and the next section. In the exercises we shall consider in detail the assertion that integrability implies (*) and the converse as well.

**Definition 8.5** If \( P, P' \) are partitions of \([a, b]\) then their *common refinement* is the union of all the points of \( P \) and \( P' \). See Figure 8.3.

We record now a technical lemma that will be used in several of the proofs that follow:
Lemma 8.1

Let $f$ be a function with domain the closed interval $[a, b]$. The Riemann integral
\[ \int_{a}^{b} f(x) \, dx \]
exists if and only if, for every $\epsilon > 0$, there is a $\delta > 0$ such that, if $P$ and $P'$ are partitions of $[a, b]$ with $m(P) < \delta$ and $m(P') < \delta$, then their common refinement $Q$ has the property that
\[ |R(f, P) - R(f, Q)| < \epsilon \]
and
\[ (*) \]
\[ |R(f, P') - R(f, Q)| < \epsilon . \]

Proof: If $f$ is Riemann integrable then the assertion of the lemma follows immediately from the definition of the integral.

For the converse note that (*) certainly implies that, if $\epsilon > 0$, then there is a $\delta > 0$ such that, if $P$ and $P'$ are partitions of $[a, b]$ with $m(P) < \delta$ and $m(P') < \delta$, then
\[ |R(f, P) - R(f, P')| < \epsilon \]
(just use the triangle inequality).

Now for each $\epsilon_j = 2^{-j}, j = 1, 2, \ldots$ we can choose a $\delta_j > 0$ as in (**). Let $S_j$ be the closure of the set
\[ \{ R(f, P) : m(P) < \delta_j \} . \]
By the choice of $\delta_j$, the set $S_j$ is contained in a closed interval of length not greater than $2\epsilon_j$.

On the one hand,

$$\bigcap_j S_j$$

must be nonempty since it is the decreasing intersection of compact sets. On the other hand, the length estimate implies that the intersection must be contained in a closed interval of length 0— that is, the intersection is a point. That point is then the limit of the Riemann sums, that is, the value of the Riemann integral.

The most important, and perhaps the simplest, fact about the Riemann integral is that a large class of familiar functions is Riemann integrable:

**Theorem 8.1**

Let $f$ be a continuous function on a nontrivial closed, bounded interval $[a, b]$. Then $f$ is Riemann integrable on $[a, b]$.

**Proof:** We use the lemma. Given $\epsilon > 0$, choose (by the uniform continuity of $f$ on $I$—Theorem 6.6) a $\delta > 0$ such that, whenever $|s - t| < \delta$ then

$$|f(s) - f(t)| < \frac{\epsilon}{b - a}.$$  

Let $P$ and $P'$ be any two partitions of $[a, b]$ of mesh smaller than $\delta$. Let $Q$ be the common refinement of $P$ and $P'$.

Now we let $I_j$ denote the intervals arising in the partition $P$ (and having length $\Delta_j$) and $\widetilde{I}_\ell$ the intervals arising in the partition $Q$ (and having length $\widetilde{\Delta}_\ell$). Since the partition $Q$ contains every point of $P$, plus some additional points as well, every $\widetilde{I}_\ell$ is contained in some $I_j$. Fix $j$ and consider the expression

$$|f(s_j)\Delta_j - \sum_{\widetilde{I}_\ell \subseteq I_j} f(t_\ell)\widetilde{\Delta}_\ell|.$$  

We write

$$\Delta_j = \sum_{\widetilde{I}_\ell \subseteq I_j} \widetilde{\Delta}_\ell.$$
This equality enables us to rearrange (**) as

\[ f(s_j) \cdot \sum_{\tilde{T}_\ell \subseteq I_j} \tilde{\Delta}_\ell - \sum_{\tilde{T}_\ell \subseteq I_j} f(t_\ell) \tilde{\Delta}_\ell \]

\[ = \sum_{\tilde{T}_\ell \subseteq I_j} |f(s_j) - f(t_\ell)| \tilde{\Delta}_\ell \]

\[ \leq \sum_{\tilde{T}_\ell \subseteq I_j} |f(s_j) - f(t_\ell)| \tilde{\Delta}_\ell. \]

But each of the points \( t_\ell \) is in the interval \( I_j \), as is \( s_j \). So they differ by less than \( \delta \). Therefore, by (\(*\)), the last expression is less than

\[ \sum_{\tilde{T}_\ell \subseteq I_j} \frac{\epsilon}{b-a} \tilde{\Delta}_\ell = \frac{\epsilon}{b-a} \sum_{\tilde{T}_\ell \subseteq I_j} \tilde{\Delta}_\ell \]

\[ = \frac{\epsilon}{b-a} \cdot \Delta_j. \]

Now we conclude the argument by writing

\[ |\mathcal{R}(f, P) - \mathcal{R}(f, Q)| = \left| \sum_j f(s_j) \Delta_j - \sum_\ell f(t_\ell) \tilde{\Delta}_\ell \right| \]

\[ \leq \sum_j \left| f(s_j) \Delta_j - \sum_{\tilde{T}_\ell \subseteq I_j} f(t_\ell) \tilde{\Delta}_\ell \right| \]

\[ < \sum_j \frac{\epsilon}{b-a} \cdot \Delta_j \]

\[ = \frac{\epsilon}{b-a} \cdot \sum_j \Delta_j \]

\[ = \frac{\epsilon}{b-a} \cdot (b-a) \]

\[ = \epsilon. \]

The estimate for \( |\mathcal{R}(f, P') - \mathcal{R}(f, Q)| \) is identical and we omit it. The result now follows from Lemma 8.1. \( \Box \)

In the exercises we will ask you to extend the theorem to the case of functions \( f \) on \([a, b]\) that are bounded and have finitely many, or even countably many, discontinuities.
8.2 Properties of the Riemann Integral

We conclude this section by noting an important fact about Riemann integrable functions. A Riemann integrable function on an interval \([a, b]\) must be bounded. If it were not, then one could choose the points \(s_j\) in the construction of \(\mathcal{R}(f, \mathcal{P})\) so that \(f(s_j)\) is arbitrarily large, and the Riemann sums would become arbitrarily large, hence cannot converge. You will be asked in the exercises to work out the details of this assertion.

8.2 Properties of the Riemann Integral

We begin this section with a few elementary properties of the integral that reflect its linear nature.

**Theorem 8.2**

Let \([a, b]\) be a nonempty interval, let \(f\) and \(g\) be Riemann integrable functions on the interval, and let \(\alpha\) be a real number. Then \(f \pm g\) and \(\alpha \cdot f\) are integrable and we have

\[ (a) \quad \int_a^b f(x) \pm g(x) \, dx = \int_a^b f(x) \, dx \pm \int_a^b g(x) \, dx; \]

\[ (b) \quad \int_a^b \alpha \cdot f(x) \, dx = \alpha \cdot \int_a^b f(x) \, dx; \]

**Proof:** For (a), let

\[ A = \int_a^b f(x) \, dx \]

and

\[ B = \int_a^b g(x) \, dx. \]

Let \(\epsilon > 0\). Choose a \(\delta_1 > 0\) such that if \(\mathcal{P}\) is a partition of \([a, b]\) with mesh less than \(\delta_1\) then

\[ |\mathcal{R}(f, \mathcal{P}) - A| < \frac{\epsilon}{2}. \]

Similarly choose a \(\delta_2 > 0\) such that if \(\mathcal{P}\) is a partition of \([a, b]\) with mesh less than \(\delta_2\) then

\[ |\mathcal{R}(f, \mathcal{P}) - B| < \frac{\epsilon}{2}. \]

Let \(\delta = \min\{\delta_1, \delta_2\}\). If \(\mathcal{P}'\) is any partition of \([a, b]\) with \(m(\mathcal{P}') < \delta\) then

\[ |\mathcal{R}(f \pm g, \mathcal{P}') - (A \pm B)| = |\mathcal{R}(f, \mathcal{P}') \pm \mathcal{R}(g, \mathcal{P}') - (A \pm B)| \]

\[ \leq |\mathcal{R}(f, \mathcal{P}') - A| + |\mathcal{R}(g, \mathcal{P}') - B| \]

\[ < \frac{\epsilon}{2} + \frac{\epsilon}{2} \]

\[ = \epsilon. \]
This means that the integral of $f \pm g$ exists and equals $A \pm B$, as we were required to prove.

The proof of (b) follows similar lines but is much easier and we leave it as an exercise for you. \qed

**Theorem 8.3**

If $c$ is a point of the interval $[a, b]$ and if $f$ is Riemann integrable on both $[a, c]$ and $[c, b]$ then $f$ is integrable on $[a, b]$ and $\int_a^c f(x) \, dx + \int_c^b f(x) \, dx = \int_a^b f(x) \, dx$.

**Proof:** Let us write

$$A = \int_a^c f(x) \, dx$$

and

$$B = \int_c^b f(x) \, dx.$$ 

Now pick $\epsilon > 0$. There is a $\delta_1 > 0$ such that if $P$ is a partition of $[a, c]$ with mesh less than $\delta_1$ then

$$|R(f, P) - A| < \frac{\epsilon}{3}.$$ 

Similarly, choose $\delta_2 > 0$ such that if $P'$ is a partition of $[c, b]$ with mesh less than $\delta_2$ then

$$|R(f, P') - B| < \frac{\epsilon}{3}.$$ 

Let $M$ be an upper bound for $|f|$ (recall, from the remark at the end of Section 1, that a Riemann integrable function must be bounded). Set $\delta = \min\{\delta_1, \delta_2, \epsilon/(6M)\}$. Now let $V = \{v_1, \ldots, v_k\}$ be any partition of $[a, b]$ with mesh less than $\delta$. There is a last point $v_n$ which is in $[a, c]$ and a first point $v_{n+1}$ in $[c, b]$. Observe that $P = \{v_0, \ldots, v_n, c\}$ is a partition of $[a, c]$ with mesh smaller than $\delta_1$ and $P' = \{c, v_{n+1}, \ldots, v_k\}$ is a partition of $[c, b]$ with mesh smaller than $\delta_2$. Let us rename the elements of $P$ as $\{p_0, \ldots, p_{n+1}\}$ and the elements of $P'$ as $\{p_0', \ldots, p_{k-n+1}'\}$. Notice that $p_{n+1} = p_0 = c$. For each $j$ let $s_j$ be a point chosen in the interval $I_j = [v_{j-1}, v_j]$ from the partition $V$. Then we have

$$\left| R(f, V) - [A + B] \right|$$

$$= \left| \left( \sum_{j=1}^n f(s_j)\Delta_j - A \right) + f(s_{n+1})\Delta_{n+1} + \left( \sum_{j=n+2}^k f(s_j)\Delta_j - B \right) \right|$$
\[ n = \sum_{j=1}^{n} f(s_j) \Delta_j + f(c) \cdot (c - v_n) - A + \left( f(c) \cdot (v_{n+1} - c) + \sum_{j=n+2}^{k} f(s_j) \Delta_j - B \right) \]

\[ + \left( f(s_{n+1}) - f(c) \right) \cdot (c - v_n) + \left( f(s_{n+1}) - f(c) \right) \cdot (v_{n+1} - c) \]

\[ \leq \left| \sum_{j=1}^{n} f(s_j) \Delta_j + f(c) \cdot (c - v_n) - A \right| \]

\[ + \left| \left( f(c) \cdot (v_{n+1} - c) + \sum_{j=n+2}^{k} f(s_j) \Delta_j - B \right) \right| \]

\[ + \left| (f(s_{n+1}) - f(c)) \cdot (v_{n+1} - v_n) \right| \]

\[ = |R(f, P) - A| + |R(f, P') - B| \]

\[ + \left| (f(s_{n+1}) - f(c)) \cdot (v_{n+1} - v_n) \right| \]

\[ < \frac{\varepsilon}{3} + \frac{\varepsilon}{3} + 2M \cdot \delta \]

\[ \leq \varepsilon \]

by the choice of \( \delta \).

This shows that \( f \) is integrable on the entire interval \([a, b]\) and the value of the integral is

\[ A + B = \int_{a}^{c} f(x) \, dx + \int_{c}^{b} f(x) \, dx. \]

\[ \square \]

**REMARK 8.2** If we adopt the convention that

\[ \int_{b}^{a} f(x) \, dx = -\int_{a}^{b} f(x) \, dx \]

(which is consistent with the way that the integral was defined in the first place), then Theorem 8.3 is true even when \( c \) is not an element of \([a, b]\). For instance, suppose that \( c < a < b \). Then, by Theorem 8.3,

\[ \int_{c}^{a} f(x) \, dx + \int_{a}^{b} f(x) \, dx = \int_{c}^{b} f(x) \, dx. \]
But this may be rearranged to read
\[ \int_a^b f(x) \, dx = -\int_c^a f(x) \, dx + \int_c^b f(x) \, dx = \int_a^c f(x) \, dx + \int_c^b f(x) \, dx. \]

One of the basic tools of analysis is to perform estimates. Thus we require certain fundamental inequalities about integrals. These are recorded in the next theorem.

**Theorem 8.4**

Let \( f \) and \( g \) be integrable functions on a nonempty interval \([a, b]\). Then

(i) \[ \left| \int_a^b f(x) \, dx \right| \leq \int_a^b |f(x)| \, dx; \]

(ii) If \( f(x) \leq g(x) \) for all \( x \in [a, b] \) then \[ \int_a^b f(x) \, dx \leq \int_a^b g(x) \, dx. \]

**Proof:** If \( \mathcal{P} \) is any partition of \([a, b]\) then
\[ |\mathcal{R}(f, \mathcal{P})| \leq \mathcal{R}(|f|, \mathcal{P}). \]

The first assertion follows.

Next, for part (ii),
\[ \mathcal{R}(f, \mathcal{P}) \leq \mathcal{R}(g, \mathcal{P}). \]

This inequality implies the second assertion. \( \square \)

Another fundamental operation in the theory of the integral is "change of variable" (sometimes called the "\( u \)-substitution" in calculus books). We next turn to a careful formulation and proof of this operation. First we need a lemma:

**Lemma 8.2**

If \( f \) is a Riemann integrable function on \([a, b]\) and if \( \phi \) is a continuous function on a compact interval that contains the range of \( f \) then \( \phi \circ f \) is Riemann integrable.

**Proof:** Let \( \epsilon > 0 \). Since \( \phi \) is a continuous function on a compact set, it is uniformly continuous (Theorem 6.6). Let \( \delta > 0 \) be selected such that

(i) \( \delta < \epsilon \) and (ii) if \( |x - y| < \delta \) then \( |\phi(x) - \phi(y)| < \epsilon. \)
Now the hypothesis that $f$ is Riemann integrable implies that there exists a $\tilde{\delta} > 0$ such that if $\mathcal{P}$ and $\mathcal{P}'$ are partitions of $[a, b]$ and $m(\mathcal{P}), m(\mathcal{P}') < \tilde{\delta}$ then, for the common refinement $\mathcal{Q}$ of $\mathcal{P}$ and $\mathcal{P}'$, it holds that

$$|\mathcal{R}(f, \mathcal{P}) - \mathcal{R}(f, \mathcal{Q})| < \delta^2 \quad \text{and} \quad |\mathcal{R}(f, \tilde{\mathcal{P}}) - \mathcal{R}(f, \mathcal{Q})| < \delta^2.$$ 

Fix such a $\mathcal{P}, \mathcal{P}'$ and $\mathcal{Q}$. Let $J_\ell$ be the intervals of $\mathcal{Q}$ and $I_j$ the intervals of $\mathcal{P}$. Each $J_\ell$ is contained in some $I_{j(\ell)}$. We write

$$\left|\mathcal{R}(\phi \circ f, \mathcal{P}) - \mathcal{R}(\phi \circ f, \mathcal{Q})\right| = \left|\sum_j \phi \circ f(t_j)\Delta_j - \sum_\ell \phi \circ f(s_\ell)\Delta_\ell\right|$$

$$= \left|\sum_j \sum_{J_\ell \subseteq I_j} \phi \circ f(t_j)\Delta_\ell - \sum_j \sum_{J_\ell \subseteq I_j} \phi \circ f(s_\ell)\Delta_\ell\right|$$

$$= \left|\sum_j \sum_{J_\ell \subseteq I_j} \left[\phi \circ f(t_j) - \phi \circ f(s_\ell)\right]\Delta_\ell\right|$$

$$\leq \left|\sum_j \sum_{J_\ell \subseteq I_j, \ell \in G} \left[\phi \circ f(t_j) - \phi \circ f(s_\ell)\right]\Delta_\ell\right| + \left|\sum_j \sum_{J_\ell \subseteq I_j, \ell \in B} \left[\phi \circ f(t_j) - \phi \circ f(s_\ell)\right]\Delta_\ell\right|,$$

where we put $\ell$ in $G$ if $J_\ell \subseteq I_{j(\ell)}$ and $0 \leq \left(\sup_{I_{j(\ell)}} f - \inf_{I_{j(\ell)}} f\right) < \delta$; otherwise we put $\ell$ into $B$. Notice that

$$\sum_{\ell \in B} \delta \Delta_\ell \leq \sum_{\ell \in B} \left(\sup_{I_{j(\ell)}} f - \inf_{I_{j(\ell)}} f\right) \cdot \Delta_\ell$$

$$= \sum_{j=1}^k \sum_{J_\ell \subseteq I_j} \left(\sup f - \inf f\right) \cdot \Delta_\ell$$

$$= \sum_{j=1}^k \left(\sup f - \inf f\right) \Delta_j$$

$$< \delta^2$$

by the choice of $\tilde{\delta}$ (and Remark 8.1). Therefore

$$\sum_{\ell \in B} \Delta_\ell < \delta.$$
Let $M$ be an upper bound for $|\phi|$ (Theorem 6.5). Then
\[
\left| \sum \sum (\phi \circ f(t_j) - \phi \circ f(s_\ell)) \Delta_\ell \right| \leq \left| \sum \sum (2 \cdot M) \Delta_\ell \right| \leq 2 \cdot \delta \cdot M < 2M\epsilon.
\]

Also
\[
\left| \sum \sum (\phi \circ f(t_j) - \phi \circ f(s_\ell)) \Delta_\ell \right| \leq \sum \sum \epsilon \Delta_\ell
\]
since, for $\ell \in G$, we know that $|f(\alpha) - f(\beta)| < \delta$ for any $\alpha, \beta \in I_j(\ell)$. However, the last line does not exceed $(b - a) \cdot \epsilon$. Putting together our estimates, we find that
\[
|\mathcal{R}(\phi \circ f, \mathcal{P}) - \mathcal{R}(\phi \circ f, \mathcal{Q})| < \epsilon \cdot (2M + (b - a))
\]
By symmetry, an analogous inequality holds for $\mathcal{P}'$. By Lemma 8.1, this is what we needed to prove.

An easier result is that if $f$ is Riemann integrable on an interval $[a, b]$ and if $\mu : [\alpha, \beta] \to [a, b]$ is continuous then $f \circ \mu$ is Riemann integrable. The proof of this assertion is assigned to you in the exercises.

**Corollary 8.1**

*If $f$ and $g$ are Riemann integrable on $[a, b]$, then so is the function $f \cdot g$.***

**Proof:** By Theorem 8.2, $f + g$ is integrable. By the lemma, $(f + g)^2 = f^2 + 2f \cdot g + g^2$ is integrable. But the lemma also implies that $f^2$ and $g^2$ are integrable (here we use the function $\phi(x) = x^2$). It results, by subtraction, that $2 \cdot f \cdot g$ is integrable. Hence $f \cdot g$ is integrable.

**Theorem 8.5**

*Let $f$ be an integrable function on an interval $[a, b]$ of positive length. Let $\psi$ be a continuously differentiable function from another interval $[\alpha, \beta]$ of positive length into $[a, b]$. Assume that $\psi$ is monotone increasing, one-to-one, and onto. Then*

\[
\int_a^b f(x) \, dx = \int_\alpha^\beta f(\psi(x)) \cdot \psi'(x) \, dx.
\]
Proof: Since $f$ is integrable, its absolute value is bounded by some number $M$. Fix $\epsilon > 0$. Since $\psi'$ is continuous on the compact interval $[\alpha, \beta]$, it is uniformly continuous (Theorem 6.6). Hence we may choose $\delta > 0$ so small that if $|s - t| < \delta$ then $|\psi'(s) - \psi'(t)| < \epsilon/(M \cdot (\beta - \alpha))$.

If $P = \{p_0, \ldots, p_k\}$ is any partition of $[a, b]$ then there is an associated partition $\tilde{P} = \{\psi^{-1}(p_0), \ldots, \psi^{-1}(p_k)\}$ of $[\alpha, \beta]$. For simplicity denote the points of $\tilde{P}$ by $\tilde{p}_j$. Let us choose the partition $P$ so fine that the mesh of $\tilde{P}$ is less than $\delta$. If $t_j$ are points of $I_j = [p_{j-1}, p_j]$ then there are corresponding points $s_j = \psi^{-1}(t_j)$ of $\tilde{I}_j = [\tilde{p}_{j-1}, \tilde{p}_j]$. Then we have

$$\sum_{j=1}^{k} f(t_j)\Delta_j = \sum_{j=1}^{k} f(t_j)(p_j - p_{j-1})$$

$$= \sum_{j=1}^{k} f(\psi(s_j))(\psi(\tilde{p}_j) - \psi(\tilde{p}_{j-1}))$$

$$= \sum_{j=1}^{k} f(\psi(s_j))\psi'(u_j)(\tilde{p}_j - \tilde{p}_{j-1}),$$

where we have used the Mean Value Theorem in the last line to find each $u_j$. Our problem at this point is that $f \circ \psi$ and $\psi'$ are evaluated at different points. So we must do some estimation to correct that problem.

The last displayed line equals

$$\sum_{j=1}^{k} f(\psi(s_j))\psi'(s_j)(\tilde{p}_j - \tilde{p}_{j-1}) + \sum_{j=1}^{k} f(\psi(s_j))(\psi'(u_j) - \psi'(s_j))(\tilde{p}_j - \tilde{p}_{j-1}).$$

The first sum is a Riemann sum for $f(\psi(x)) \cdot \psi'(x)$ and the second sum is an error term. Since the points $u_j$ and $s_j$ are elements of the same interval $I_j$ of length less than $\delta$, we conclude that $|\psi'(u_j) - \psi'(s_j)| < \epsilon/(M \cdot (\beta - \alpha))$. Thus the error term in absolute value does not exceed

$$\sum_{j=1}^{k} M \cdot \frac{\epsilon}{M \cdot (\beta - \alpha)} (\tilde{p}_j - \tilde{p}_{j-1}) = \frac{\epsilon}{\beta - \alpha} \sum_{j=0}^{k} (\tilde{p}_j - \tilde{p}_{j-1}) = \epsilon.$$

This shows that every Riemann sum for $f$ on $[a, b]$ with sufficiently small mesh corresponds to a Riemann sum for $f(\psi(x)) \cdot \psi'(x)$ on $[\alpha, \beta]$ plus an error term of size less than $\epsilon$. A similar argument shows that every Riemann sum for $f(\psi(x)) \cdot \psi'(x)$ on $[\alpha, \beta]$ with sufficiently small mesh corresponds to a Riemann sum for $f$ on $[a, b]$ plus an error term of magnitude less than $\epsilon$. The conclusion is then that the integral of $f$ on $[a, b]$ (which exists by hypothesis) and the integral of $f(\psi(x)) \cdot \psi'(x)$ on $[\alpha, \beta]$
We conclude this section with the very important

**Theorem 8.6** [The Fundamental Theorem of Calculus]

Let \( f \) be an integrable function on the interval \([a, b]\). For \( x \in [a, b] \) we define

\[
F(x) = \int_a^x f(s)\,ds.
\]

If \( f \) is continuous at \( x \in (a, b) \) then

\[
F'(x) = f(x).
\]

**Proof:** Fix \( x \in (a, b) \). Let \( \varepsilon > 0 \). Choose, by the continuity of \( f \) at \( x \), a \( \delta > 0 \) such that \( |s - x| < \delta \) implies \( |f(s) - f(x)| < \varepsilon \). We may assume that \( \delta < \min\{x - a, b - x\} \). If \( |t - x| < \delta \) then

\[
\left| \frac{F(t) - F(x)}{t - x} - f(x) \right| = \left| \frac{\int_a^t f(s)\,ds - \int_a^x f(s)\,ds}{t - x} - f(x) \right|
\]

\[
= \left| \frac{\int_x^t f(s)\,ds}{t - x} - \int_x^t f(x)\,ds \right|
\]

\[
= \left| \int_x^t (f(s) - f(x))\,ds \right|.
\]

Notice that we rewrote \( f(x) \) as the integral with respect to a dummy variable \( s \) over an interval of length \( |t - x| \) divided by \((t - x)\). Assume for the moment that \( t > x \). Then the last line is dominated by

\[
\int_x^t |f(s) - f(x)|\,ds \leq \int_x^t \varepsilon\,ds = \varepsilon.
\]

A similar estimate holds when \( t < x \) (simply reverse the limits of integration).

This shows that

\[
\lim_{t \to x} \frac{F(t) - F(x)}{t - x}
\]

exists and equals \( f(x) \). Thus \( F'(x) \) exists and equals \( f(x) \).

In the exercises we shall consider how to use the theory of one-sided limits to make the conclusion of the Fundamental Theorem true on the entire interval \([a, b]\). We conclude with
Corollary 8.2
If \( f \) is a continuous function on \([a, b]\) and if \( G \) is any continuously differentiable function on \([a, b]\) whose derivative equals \( f \) on \((a, b)\) then

\[
\int_a^b f(x) \, dx = G(b) - G(a).
\]

Proof: Define \( F \) as in the theorem. Since \( F \) and \( G \) have the same derivative on \((a, b)\), they differ by a constant (Corollary 7.1). Then

\[
\int_a^b f(x) \, dx = F(b) = F(b) - F(a) = G(b) - G(a)
\]
as desired. \( \square \)

8.3 Another Look at the Integral

For many purposes, such as integration by parts, it is natural to formulate the integral in a more general context than we have considered in the first two sections. Our new formulation is called the Riemann-Stieltjes integral and is described below.

Fix an interval \([a, b]\) and a monotonically increasing function \( \alpha \) on \([a, b]\). If \( P = \{p_0, p_1, \ldots, p_k\} \) is a partition of \([a, b]\), then let \( \Delta \alpha_j = \alpha(p_j) - \alpha(p_{j-1}) \). Let \( f \) be a bounded function on \([a, b]\) and define the upper Riemann sum of \( f \) with respect to \( \alpha \) and the lower Riemann sum of \( f \) with respect to \( \alpha \) as follows:

\[
U(f, P, \alpha) = \sum_{j=1}^{k} M_j \Delta \alpha_j
\]

and

\[
L(f, P, \alpha) = \sum_{j=1}^{k} m_j \Delta \alpha_j.
\]

Here the notation \( M_j \) denotes the supremum of \( f \) on the interval \( I_j = [p_{j-1}, p_j] \) and \( m_j \) denotes the infimum of \( f \) on \( I_j \).

In the special case \( \alpha(x) = x \) the Riemann sums discussed here have a form similar to the Riemann sums considered in the first two sections. Moreover,

\[
L(f, P, \alpha) \leq R(f, P) \leq U(f, P, \alpha).
\]

We define

\[
I^*(f) = \inf U(f, P, \alpha)
\]
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\[ I_*(f) = \sup \mathcal{L}(f, \mathcal{P}, \alpha). \]

Here the supremum and infimum are taken with respect to all partitions of the interval \([a, b]\). These are, respectively, the upper and lower integrals of \(f\) with respect to \(\alpha\) on \([a, b]\).

By definition it is always true that, for any partition \(\mathcal{P}\),

\[ \mathcal{L}(f, \mathcal{P}, \alpha) \leq I_*(f) \leq I_*(f) \leq U(f, \mathcal{P}, \alpha). \]

It is natural to declare the integral to exist when the upper and lower integrals agree:

**Definition 8.6** Let \(\alpha\) be a monotone increasing function on the interval \([a, b]\) and let \(f\) be a bounded function on \([a, b]\). We say that the Riemann-Stieltjes integral of \(f\) with respect to \(\alpha\) exists if

\[ I_*(f) = I_*(f). \]

When the integral exists we denote it by

\[ \int_a^b f d\alpha. \]

Notice that the definition of Riemann-Stieltjes integral is different from the definition of Riemann integral that we used in the preceding sections. It turns out that when \(\alpha(x) = x\) the two definitions are equivalent (this assertion is explored in the exercises). In the present generality it is easier to deal with upper and lower integrals in order to determine the existence of integrals.

**Definition 8.7** Let \(\mathcal{P}\) and \(\mathcal{Q}\) be partitions of the interval \([a, b]\). If each point of \(\mathcal{P}\) is also an element of \(\mathcal{Q}\) then we call \(\mathcal{Q}\) a refinement of \(\mathcal{P}\).

Notice that the refinement \(\mathcal{Q}\) is obtained by adding points to \(\mathcal{P}\). The mesh of \(\mathcal{Q}\) will be less than or equal to that of \(\mathcal{P}\). The following lemma enables us to deal effectively with our new language:

**Lemma 8.3** Let \(\mathcal{P}\) be a partition of the interval \([a, b]\) and \(f\) a function on \([a, b]\). Fix a monotone increasing function \(\alpha\) on \([a, b]\). If \(\mathcal{Q}\) is a refinement of \(\mathcal{P}\) then

\[ U(f, \mathcal{Q}, \alpha) \leq U(f, \mathcal{P}, \alpha) \]
and

\[ \mathcal{L}(f, Q, \alpha) \geq \mathcal{L}(f, P, \alpha). \]

**Proof:** Since \( Q \) is a refinement of \( P \) it holds that any interval \( I_\ell \) arising from \( Q \) is contained in some interval \( J_{j(\ell)} \) arising from \( P \). Let \( M_{I_\ell} \) be the supremum of \( f \) on \( I_\ell \) and \( M_{J_{j(\ell)}} \) the supremum of \( f \) on the interval \( J_{j(\ell)} \). Then \( M_{I_\ell} \leq M_{J_{j(\ell)}} \). We conclude that

\[ U(f, Q, \alpha) = \sum_\ell M_{I_\ell} \Delta \alpha_\ell \leq \sum_\ell M_{J_{j(\ell)}} \Delta \alpha_\ell. \]

We rewrite the right-hand side as

\[ \sum_j M_{J_j} \left( \sum_{I_\ell \subseteq J_j} \Delta \alpha_\ell \right). \]

However, because \( \alpha \) is monotone, the inner sum simply equals \( \alpha(p_j) - \alpha(p_{j-1}) = \Delta \alpha_j \). Thus the last expression is equal to \( U(f, P, \alpha) \), as desired.

A similar argument applies to the lower sums. \( \square \)

**Example 8.3**

Let \([a, b] = [0, 10]\) and let \( \alpha(x) \) be the greatest integer function.\(^1\) That is, \( \alpha(x) \) is the greatest integer that does not exceed \( x \). So, for example, \( \alpha(0.5) = 0 \), \( \alpha(2) = 2 \), and \( \alpha(-3/2) = -2 \). Certainly \( \alpha \) is a monotone increasing function on \([0, 10]\). Let \( f \) be any continuous function on \([0, 10]\). We shall determine whether

\[ \int_0^{10} f \, d\alpha \]

exists and, if it does, calculate its value.

Let \( \mathcal{P} \) be a partition of \([0, 10]\). By the lemma, it is to our advantage to assume that the mesh of \( \mathcal{P} \) is smaller than 1. Observe that \( \Delta \alpha_j \) equals the number of integers that lie in the interval \( I_j \)—that is, either 0 or 1. Let \( I_{j_0}, I_{j_2}, \ldots, I_{j_{10}} \) be, in sequence, the intervals from the partition which do in fact contain each distinct integer (the first of these contains 0, the second contains 1, and so on up to 10). Then

\[ U(f, \mathcal{P}, \alpha) = \sum_{\ell=0}^{10} M_{J_\ell} \Delta \alpha_\ell = \sum_{\ell=1}^{10} M_{J_\ell}. \]

\[ \text{In many texts the greatest integer in } x \text{ is denoted by } [x]. \text{ We do not use that notation because it could get confused with our notation for a closed interval.} \]
and

\[ L(f, \mathcal{P}, \alpha) = \sum_{\ell=0}^{10} m_{j_{\ell}} \Delta \alpha_{j_{\ell}} = \sum_{\ell=1}^{10} m_{j_{\ell}} \]

because any term in these sums corresponding to an interval not containing an integer must have \( \Delta \alpha_{j_{\ell}} = 0 \). Notice that \( \Delta \alpha_{j_0} = 0 \) since \( \alpha(0) = \alpha(p_1) = 0 \).

Let \( \varepsilon > 0 \). Since \( f \) is uniformly continuous on \([0, 10]\), we may choose a \( \delta > 0 \) such that \( |s - t| < \delta \) implies that \( |f(s) - f(t)| < \varepsilon/20 \). If \( m(\mathcal{P}) < \delta \) then it follows that \( |f(\ell) - M_{j_{\ell}}| < \varepsilon/20 \) and \( |f(\ell) - m_{j_{\ell}}| < \varepsilon/20 \) for \( \ell = 0, 1, \ldots, 10 \). Therefore

\[
L(f, \mathcal{P}, \alpha) > \sum_{\ell=1}^{10} \left( f(\ell) - \frac{\varepsilon}{20} \right).
\]

Rearranging the first of these inequalities leads to

\[
U(f, \mathcal{P}, \alpha) < \sum_{\ell=1}^{10} \left( f(\ell) + \frac{\varepsilon}{20} \right)
\]

and

\[
L(f, \mathcal{P}, \alpha) > \sum_{\ell=1}^{10} \left( f(\ell) - \frac{\varepsilon}{20} \right).
\]

Thus, since \( I_*(f) \) and \( I^*(f) \) are trapped between \( U \) and \( L \), we conclude that

\[
|I_*(f) - I^*(f)| < \varepsilon.
\]

We have seen that if the partition is fine enough then the upper and lower integrals of \( f \) with respect to \( \alpha \) differ by at most \( \varepsilon \).

It follows that \( \int_0^{10} f \, d\alpha \) exists. Moreover,

\[
\left| I^*(f) - \sum_{\ell=1}^{10} f(\ell) \right| < \varepsilon
\]

and

\[
\left| I_*(f) - \sum_{\ell=1}^{10} f(\ell) \right| < \varepsilon.
\]

We conclude that

\[
\int_0^{10} f \, d\alpha = \sum_{\ell=1}^{10} f(\ell).
\]

\( \square \)
The example demonstrates that the language of the Riemann-Stieltjes integral allows us to think of the integral as a generalization of the summation process. This is frequently useful, both philosophically and for practical reasons.

The next result, sometimes called Riemann's lemma, is crucial for proving the existence of Riemann-Stieltjes integrals.

**Proposition 8.1**

Let $\alpha$ be a monotone increasing function on $[a, b]$ and $f$ a bounded function on the interval. The Riemann-Stieltjes integral of $f$ with respect to $\alpha$ exists if and only if, for every $\epsilon > 0$, there is a partition $P$ such that

$$|U(f, P, \alpha) - L(f, P, \alpha)| < \epsilon.$$  

(*)

**Proof:** First assume that (*) holds. Fix $\epsilon > 0$. Since $L \leq I_* \leq I^* \leq U$, inequality (*) implies that

$$|I^*(f) - I_*(f)| < \epsilon.$$

But this means that $\int_a^b f d\alpha$ exists.

Conversely, assume that the integral exists. Fix $\epsilon > 0$. Choose a partition $Q_1$ such that

$$|U(f, Q_1, \alpha) - I^*(f)| < \epsilon/2.$$

Likewise choose a partition $Q_2$ such that

$$|L(f, Q_2, \alpha) - I_*(f)| < \epsilon/2.$$

Since $I_*(f) = I^*(f)$ it follows that

$$|U(f, Q_1, \alpha) - L(f, Q_2, \alpha)| < \epsilon.$$  

(**)

Let $P$ be the common refinement of $Q_1$ and $Q_2$. Then we have, again by Lemma 8.3, that

$$L(f, Q_2, \alpha) \leq L(f, P, \alpha) \leq \int_a^b f d\alpha \leq U(f, P, \alpha) \leq U(f, Q_1, \alpha).$$

But, by (**), the expressions on the far left and on the far right of these inequalities differ by less than $\epsilon$. Thus $P$ satisfies the condition (*). $\square$

We note in passing that the basic properties of the Riemann integral noted in Section 2 (Theorems 8.2 and 8.3) hold without change for the Riemann-Stieltjes integral. The proofs are left as exercises for you (use Riemann's lemma!).
8.4 Advanced Results on Integration Theory

We now turn to establishing the existence of certain Riemann-Stieltjes integrals.

**Theorem 8.7**

Let \( f \) be continuous on \([a, b]\) and assume that \( \alpha \) is monotonically increasing. Then

\[
\int_a^b f \, d\alpha
\]

exists.

**Proof:** We may assume that \( \alpha \) is nonconstant otherwise there is nothing to prove.

Pick \( \varepsilon > 0 \). By the uniform continuity of \( f \) we may choose a \( \delta > 0 \) such that if \( |s - t| < \delta \) then \( |f(s) - f(t)| < \varepsilon / (\alpha(b) - \alpha(a)) \). Let \( \mathcal{P} \) be any partition of \([a, b]\) that has mesh smaller than \( \delta \). Then

\[
|\mathcal{U}(f, \mathcal{P}, \alpha) - \mathcal{L}(f, \mathcal{P}, \alpha)| = \left| \sum_j M_j \Delta \alpha_j - \sum_j m_j \Delta \alpha_j \right|
\]

\[
= \sum_j |M_j - m_j| \Delta \alpha_j
\]

\[
< \sum_j \frac{\varepsilon}{\alpha(b) - \alpha(a)} \Delta \alpha_j
\]

\[
= \frac{\varepsilon}{\alpha(b) - \alpha(a)} \cdot \sum_j \Delta \alpha_j
\]

\[
= \varepsilon.
\]

Here, of course, we have used the monotonicity of \( \alpha \) to observe that the last sum collapses to \( \alpha(b) - \alpha(a) \). By Riemann's lemma, the proof is complete. \( \square \)

Notice how simple Riemann's lemma is to use. You may find it instructive to compare the proofs of this section with the rather difficult proofs in Section 2. What we are learning is that a good definition (and accompanying lemma(s)) can, in the end, make everything much simpler. Now we establish a companion result to the first one:

**Theorem 8.8**

If \( \alpha \) is a monotone increasing and continuous function on the interval \([a, b]\) and if \( f \) is monotonic on \([a, b]\) then \( f \int_a^b f \, d\alpha \) exists.
Proof: We may assume that \( \alpha(b) > \alpha(a) \) and that \( f \) is monotone increasing. Let \( L = \alpha(b) - \alpha(a) \) and \( M = f(b) - f(a) \). Pick \( \epsilon > 0 \). Choose \( k \) so that

\[
\frac{L \cdot M}{k} < \epsilon.
\]

Let \( p_0 = a \) and choose \( p_1 \) to be the first point to the right of \( p_0 \) such that \( \alpha(p_1) - \alpha(p_0) = L/k \) (this is possible, by the Intermediate Value Theorem, since \( \alpha \) is continuous). Continuing, choose \( p_j \) to be the first point to the right of \( p_{j-1} \) such that \( \alpha(p_j) - \alpha(p_{j-1}) = L/k \). This process will terminate after \( k \) steps and we will have \( p_k = b \). Then \( P = \{p_0, p_1, \ldots, p_k\} \) is a partition of \([a, b]\).

Next observe that, for each \( j \), the value \( M_j \) of \( \sup f \) on \( I_j \) is \( f(p_j) \) since \( f \) is monotone increasing. Similarly the value \( m_j \) of \( \inf f \) on \( I_j \) is \( f(p_{j-1}) \). We find therefore that

\[
\sum_{j=1}^{k} M_j \Delta \alpha_j - \sum_{j=1}^{k} m_j \Delta \alpha_j = \sum_{j=1}^{k} \left( (M_j - m_j) \frac{L}{k} \right)
\]

\[
= \frac{L}{k} \sum_{j=1}^{k} (f(x_j) - f(x_{j-1}))
\]

\[
= \frac{L \cdot M}{k} < \epsilon.
\]

Therefore inequality (*) of Riemann's lemma is satisfied and the integral exists.

One of the useful features of Riemann-Stieltjes integration is that it puts integration by parts into a very natural setting. We begin with a lemma:

**Lemma 8.4**

Let \( f \) be continuous on an interval \([a, b]\) and let \( g \) be monotone increasing and continuous on that interval. If \( G \) is an antiderivative for \( g \) then

\[
\int_{a}^{b} f(x)g(x) \, dx = \int_{a}^{b} f \, dG.
\]

Proof: Apply the Mean Value Theorem to the Riemann sums for the integral on the right.
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**Theorem 8.9** [Integration by Parts]

Suppose that both $f$ and $g$ are continuous, monotone increasing functions on the interval $[a, b]$. Let $F$ be an antiderivative for $f$ on $[a, b]$ and $G$ an antiderivative for $g$ on $[a, b]$. Then we have

$$\int_a^b FdG = [F(b) \cdot G(b) - F(a) \cdot G(a)] - \int_a^b GdF$$

**Proof:** Notice that, by the preceding lemma, both integrals exist. Set $P(x) = F(x) \cdot G(x)$. Then $P$ has a continuous derivative on the interval $[a, b]$. Thus the Fundamental Theorem applies and we may write

$$P(b) - P(a) = \int_a^b P'(x) \, dx = [F(b) \cdot G(b) - F(a) \cdot G(a)] .$$

Now writing out $P'$ explicitly, using Leibnitz's Rule for the derivative of a product, we obtain

$$\int_a^b F(x)g(x) \, dx = [F(b)G(b) - F(a)G(a)] - \int_a^b G(x)f(x) \, dx .$$

But the lemma allows us to rewrite this equation as

$$\int_a^b FdG = [F(b)G(b) - F(a)G(a)] - \int_a^b G(x)dF .$$

**REMARK 8.3** The integration by parts formula can also be proved by applying summation by parts to the Riemann sums for the integral

$$\int_a^b f dg .$$

This method is explored in the exercises.  

We have already observed that the Riemann-Stieltjes integral

$$\int_a^b f \, d\alpha$$

is linear in $f$; that is,

$$\int_a^b (f + g) \, d\alpha = \int_a^b f \, d\alpha + \int_a^b g \, d\alpha$$

and

$$\int_a^b c \cdot f \, d\alpha = c \cdot \int_a^b f \, d\alpha$$
when both $f$ and $g$ are Riemann-Stieltjes integrable with respect to $\alpha$ and for any constant $c$. We also would expect, from the very way that the integral is constructed, that it would be linear in the $\alpha$ entry. But we have not even defined the Riemann-Stieltjes integral for nonincreasing $\alpha$. And what of a function $\alpha$ that is the difference of two monotone increasing functions? Such a function certainly need not be monotone. Is it possible to identify which functions $\alpha$ can be decomposed as sums or differences of monotonic functions? It turns out that there is a satisfactory answer to these questions, and we should like to discuss these matters briefly.

**Definition 8.8** If $\alpha$ is a monotonically decreasing function on $[a, b]$ and $f$ is a function on $[a, b]$ then we define
\[
\int_a^b f \, d\alpha = -\int_a^b f \, d(-\alpha)
\]
when the right side exists.

The definition exploits the simple observation that if $\alpha$ is monotone decreasing then $-\alpha$ is monotone increasing; hence the preceding theory applies to the function $-\alpha$.

Next we have

**Definition 8.9** Let $\alpha$ be a function on $[a, b]$ that can be expressed as
\[
\alpha(x) = \alpha_1(x) - \alpha_2(x),
\]
where both $\alpha_1$ and $\alpha_2$ are monotone increasing. Then for any $f$ on $[a, b]$ we define
\[
\int_a^b f \, d\alpha = \int_a^b f \, d\alpha_1 - \int_a^b f \, d\alpha_2,
\]
provided that both integrals on the right exist.

Now, by the very way that we have formulated our definitions, $\int_a^b f \, d\alpha$ is linear in both the $f$ entry and the $\alpha$ entry. But the definitions are not satisfactory unless we can identify those $\alpha$ that can actually occur in the last definition. This leads us to a new class of functions.

**Definition 8.10** Let $f$ be a function on the interval $[a, b]$. For $x \in [a, b]$ we define
\[
V_f(x) = \sup \sum_{j=1}^k |f(p_j) - f(p_{j-1})|
\]
where the supremum is taken over all partitions $\mathcal{P}$ of the interval $[a, x]$. If $Vf \equiv Vf(b) < \infty$ then the function $f$ is said to be of bounded variation on the interval $[a, b]$. In this circumstance the quantity $Vf(b)$ is called the total variation of $f$ on $[a, b]$.

A function of bounded variation has the property that its graph does not have unbounded total oscillation.

**Example 8.4**

Define $f(x) = \sin x$, with domain the interval $(0, 2\pi]$. Let us calculate $Vf$. Let $\mathcal{P}$ be a partition of $[0, 2\pi]$. Since adding points to the partition only makes the sum larger (by the triangle inequality), we may as well suppose that $\mathcal{P} = \{p_0, p_1, p_2, \ldots, p_k\}$ contains the points $\pi/2, 3\pi/2$. Say that $p_{\ell_1} = \pi/2$ and $p_{\ell_2} = 3\pi/2$. Then

\[
\sum_{j=1}^{k} |f(p_j) - f(p_{j-1})| = \sum_{j=1}^{\ell_1} |f(p_j) - f(p_{j-1})| + \sum_{j=\ell_1+1}^{\ell_2} |f(p_j) - f(p_{j-1})| + \sum_{j=\ell_2+1}^{k} |f(p_j) - f(p_{j-1})|.
\]

However, $f$ is monotone increasing on the interval $[0, \pi/2] = [0, p_{\ell_1}]$. Therefore the first sum is just

\[
\sum_{j=1}^{\ell_1} f(p_j) - f(p_{j-1}) = f(p_{\ell_1}) - f(p_0) = f(\pi/2) - f(0) = 1.
\]

Similarly, $f$ is monotone on the intervals $[\pi/2, 3\pi/2] = [p_{\ell_1}, p_{\ell_2}]$ and $[3\pi/2, 2\pi] = [p_{\ell_2}, p_k]$. Thus the second and third sums equal $f(p_{\ell_1}) - f(p_{\ell_2}) = 2$ and $f(p_k) - f(p_{\ell_2}) = 1$ respectively. It follows that

\[
Vf = Vf(2\pi) = 1 + 2 + 1 = 4.
\]

Of course $Vf(x)$ for any $x \in [0, 2\pi]$ can be computed by similar means (see the exercises).
In general, if $f$ is a continuously differentiable function on an interval $[a, b]$ then

$$Vf(x) = \int_a^x |f'(t)| \, dt.$$ 

This assertion will be explored in the exercises. \[\square\]

**Lemma 8.5**

Let $f$ be a function of bounded variation on the interval $[a, b]$. Then the function $Vf$ is monotone increasing on $[a, b]$.

**Proof:** Let $s < t$ be elements of $[a, b]$. Let $\mathcal{P} = \{p_0, p_1, \ldots, p_k\}$ be a partition of $[a, s]$. Then $\widetilde{\mathcal{P}} = \{p_0, p_1, \ldots, p_k, t\}$ is a partition of $[a, t]$ and

$$\sum_{j=1}^{k} |f(p_j) - f(p_{j-1})|$$

$$\leq \sum_{j=1}^{k} |f(p_j) - f(p_{j-1})| + |f(t) - f(p_k)|$$

$$\leq Vf(t).$$

Taking the supremum on the left over all partitions $\mathcal{P}$ of $[a, s]$ yields that

$$Vf(s) \leq Vf(t).$$ \[\square\]

**Lemma 8.6**

Let $f$ be a function of bounded variation on the interval $[a, b]$. Then the function $Vf - f$ is monotone increasing on the interval $[a, b]$.

**Proof:** Let $s < t$ be elements of $[a, b]$. Pick $\epsilon > 0$. By the definition of $Vf$ we may choose a partition $\mathcal{P} = \{p_0, p_1, \ldots, p_k\}$ of the interval $[a, s]$ such that

$$Vf(s) - \epsilon < \sum_{j=1}^{k} |f(p_j) - f(p_{j-1})|. \quad (\ast)$$

But then $\widetilde{\mathcal{P}} = \{p_0, p_1, \ldots, p_k, t\}$ is a partition of $[a, t]$ and we have that

$$\sum_{j=1}^{k} |f(p_j) - f(p_{j-1})| + |f(t) - f(s)| \leq Vf(t).$$
Using (*), we may conclude that
\[
Vf(s) - \epsilon + f(t) - f(s) < \sum_{j=1}^{k} |f(p_j) - f(p_{j-1})| + |f(t) - f(s)| \leq Vf(t).
\]

We conclude that
\[
Vf(s) - f(s) < Vf(t) - f(t) + \epsilon.
\]

Since the inequality holds for every \( \epsilon > 0 \), we see that the function \( Vf - f \) is monotone increasing.

Now we may combine the last two lemmas to obtain our main result:

**Proposition 8.2**

If a function \( f \) is of bounded variation on \([a, b]\), then \( f \) may be written as the difference of two monotone increasing functions. Conversely, the difference of two monotone increasing functions is a function of bounded variation.

**Proof:** If \( f \) is of bounded variation write \( f = Vf - (Vf - f) \equiv f_1 - f_2 \).

By the lemmas, both \( f_1 \) and \( f_2 \) are monotone increasing.

For the converse, assume that \( f = f_1 - f_2 \) with \( f_1, f_2 \) monotone increasing. Then it is easy to see that
\[
Vf(b) \leq |f_1(b) - f_1(a)| + |f_2(b) - f_2(a)|.
\]

Thus \( f \) is of bounded variation.

Now the main point of this discussion is the following theorem:

**Theorem 8.10**

If \( f \) is a continuous function on \([a, b]\) and if \( \alpha \) is of bounded variation on \([a, b]\) then the integral
\[
\int_{a}^{b} f d\alpha
\]
exists and is finite.

If \( g \) is of bounded variation on \([a, b]\) and if \( \beta \) is a continuous function of bounded variation on \([a, b]\) then the integral
\[
\int_{a}^{b} g d\beta
\]
exists and is finite.
Proof: Write the function(s) of bounded variation as the difference of monotone increasing functions. Then apply Theorems 8.7 and 8.8. □

Exercises

1. If $f$ is a Riemann integrable function on $[a, b]$ then show that $f$ must be a bounded function.

2. Prove that if $f$ is continuous on the interval $[a, b]$ except at finitely many points and is bounded then $f$ is Riemann integrable on $[a, b]$.

3. Do Exercise 2 with the phrase “finitely many” replaced by “countably many.”

4. Define the Dirichlet function to be

\[
  f(x) = \begin{cases} 
  1 & \text{if } x \text{ is rational} \\
  0 & \text{if } x \text{ is irrational}
  \end{cases}
\]

Prove that the Dirichlet function is not Riemann integrable on the interval $[a, b]$.

5. Define

\[
  g(x) = \begin{cases} 
  x \cdot \sin(1/x) & \text{if } x \neq 0 \\
  0 & \text{if } x = 0
  \end{cases}
\]

Is $g$ Riemann integrable on the interval $[-1, 1]$?

6. Imitate the proof of the Fundamental Theorem of Calculus in Section 2 to show that if $f$ is continuous on $[a, b]$ and if we define

\[
  F(x) = \int_{a}^{x} f(t) \, dt
\]

then $F'(a)$ exists and equals $f(a)$ in the sense that

\[
  \lim_{t \to a^+} \frac{F(t) - F(a)}{t - a} = f(a).
\]

Formulate and prove an analogous statement for the derivative of $F$ at $b$.

7. Prove that if $f$ is a continuously differentiable function on the interval $[a, b]$ then

\[
  Vf = \int_{a}^{b} |f'(x)| \, dx.
\]

[Hint: You will prove two inequalities. For one, use the Fundamental Theorem. For the other, use the Mean Value Theorem.]
8. Provide the details of the assertion that if \( f \) is Riemann integrable on the interval \([a, b]\) then for any \( \epsilon > 0 \) there is a \( \delta > 0 \) such that if \( P \) is a partition of mesh less than \( \delta \) then

\[
\sum_j \left( \sup_{I_j} f - \inf_{I_j} f \right) \Delta_j < \epsilon.
\]

\[\text{[Hint: Follow the scheme presented before Remark 8.1. Given } \epsilon > 0, \text{ choose } \delta > 0 \text{ as in the definition of the integral. Fix a partition } P \text{ with mesh smaller than } \delta. \text{ Let } K + 1 \text{ be the number of points in } P. \text{ Choose points } t_j \in I_j \text{ so that } |f(t_j) - \sup_{I_j} f| < \epsilon/(2(K + 1)); \text{ also choose points } t_j' \in I_j \text{ so that } |f(t_j') - \inf_{I_j} f| < \epsilon/(2(K + 1)). \text{ By applying the definition of the integral to this choice of } t_j \text{ and } t_j' \text{ we find that}
\]

\[
\sum_j \left( \sup_{I_j} f - \inf_{I_j} f \right) \Delta_j < 2\epsilon.
\]

The result follows.]

9. Prove the converse of the statement in Exercises 8. \([\text{Hint: This is easier than Exercise 8, for any Riemann sum over a sufficiently fine partition } P \text{ is trapped between the sum in which the infimum is always chosen and the sum in which the supremum is always chosen.}]\]

10. Review the ideas in Exercises 8 and 9 as you verify that when \( \alpha(x) = x \) then the Riemann-Stieltjes integral of a function \( f \) with respect to \( \alpha \) on \([a, b]\) is just the same as the Riemann integral of \( f \) on \([a, b]\).

11. Let \( f \) be a bounded function on an unbounded interval of the form \([A, \infty)\). We say that \( f \) is integrable on \([A, \infty)\) if \( f \) is integrable on every compact subinterval of \([A, \infty)\) and

\[
\lim_{B \to +\infty} \int_A^B f(x) \, dx
\]

exists and is finite.

Assume that \( f \) is Riemann integrable on \([1, N]\) for every \( N > 1 \) and that \( f \) is monotone decreasing. Show that \( f \) is Riemann integrable on \([1, \infty)\) if and only if \( \sum_{j=1}^\infty f(j) \) is finite.

Suppose that \( g \) is nonnegative and integrable on \([1, \infty)\). If \( 0 \leq |f(x)| \leq g(x) \) for \( x \in [1, \infty) \) and \( f \) is integrable on compact subintervals of \([1, \infty)\) then prove that \( f \) is integrable on \([1, \infty)\).
12. Let \( f \) be a function on an interval of the form \((a, b]\) such that \( f \) is integrable on compact subintervals of \((a, b]\). If

\[
\lim_{\epsilon \to 0^+} \int_{a+\epsilon}^{b} f(x) \, dx
\]

exists and is finite then we say that \( f \) is integrable on \((a, b]\). Prove that if we restrict attention to bounded \( f \) then in fact this definition gives rise to no new integrable functions. However there are unbounded functions that can now be integrated. Give an example.

Give an example of a function \( g \) that is integrable by the definition in the preceding paragraph but is such that \(|g|\) is not integrable.

13. Prove that the integral

\[
\int_0^\infty \frac{\sin x}{x} \, dx
\]

exists.

14. State and prove the analogue of Theorem 8.4 for the Riemann-Stieltjes integral.

15. State and prove an analogue of Lemma 8.2 for the Riemann-Stieltjes integral.

* 16. Give an example to show that the composition of Riemann integrable functions need not be Riemann integrable.

17. Suppose that \( f \) is a continuous, nonnegative function on the interval \([0, 1]\). Let \( M \) be the supremum of \( f \) on the interval. Prove that

\[
\lim_{n \to \infty} \left[ \int_0^1 f(t)^n \, dt \right]^{1/n} = M.
\]

* 18. Let \( f \) be a continuous function on the interval \([0, 1]\) that only takes nonnegative values there. Prove that

\[
\left[ \int_0^1 f(t) \, dt \right]^2 \leq \int_0^1 f(t)^2 \, dt.
\]

19. Let \( f(x) = \sin x \) on the interval \([0, 2\pi]\). Calculate \( Vf(x) \) for any \( x \in [0, 2\pi] \).
20. Define $a(x)$ by the condition that $a(x) = -x + k$ when $k \leq x < k + 1$. Calculate
\[ \int_2^7 t^2 d\alpha(t). \]

21. Let $[x]$ be the greatest integer function as discussed in the text. Define the “fractional part” function by the formula $\alpha(x) = x - [x]$. Explain why this function has the name “fractional part.” Calculate
\[ \int_0^5 x d\alpha. \]

22. Give an example of a continuous function on the interval $[0, 1]$ that is not of bounded variation.

23. To what extent is the following statement true? If $f$ is Riemann integrable on $[a, b]$ then $1/f$ is Riemann integrable on $[a, b]$.

* 24. Explain how the summation by parts formula may be derived from the integration by parts formula proved in Section 4.

* 25. Explain how the integration by parts formula may be derived from the summation by parts process.

26. Let $\beta$ be a monotone increasing function on the interval $[a, b]$. Set $m = \beta(a)$ and $M = \beta(b)$. For any number $\lambda$ lying between $m$ and $M$ set $S_\lambda = \{x \in [a, b] : \beta(x) > \lambda\}$. Prove that $S_\lambda$ must be an interval. Let $\ell(\lambda)$ be the length of $S_\lambda$. Then prove that
\[ \int_a^b \beta(t)^p \, dt = - \int_m^M s^p d\ell(s) = \int_0^M \ell(s) \cdot p \cdot s^{p-1} \, ds. \]

27. Give an example of a function $f$ such that $f^2$ is Riemann integrable but $f$ is not. What additional hypothesis on $f$ would make the implication true?

28. Let $f$ be a continuously differentiable function on the interval $[0, 2\pi]$. Further assume that $f(0) = f(2\pi)$ and $f'(0) = f'(2\pi)$. For $n \in \mathbb{N}$ define
\[ \hat{f}(n) = \frac{1}{2\pi} \int_0^{2\pi} f(x) \sin nx \, dx. \]
Prove that
\[ \sum_{n=1}^{\infty} |\hat{f}(n)|^2 \]
converges. [Hint: Use integration by parts to obtain a favorable estimate on $|\hat{f}(n)|.]$

**29.** Prove that
\[
\lim_{\eta \to 0} \int_{\eta}^{1/\eta} \frac{\cos(2r) - \cos r}{r} \, dr
\]
exists.

30. If $f$ is Riemann integrable on the interval $[a, b]$ and if $\mu : [\alpha, \beta] \to [a, b]$ is continuous then prove that $f \circ \mu$ is Riemann integrable on $[\alpha, \beta]$.

31. Use the theory of one-sided limits to extend the Fundamental Theorem of Calculus to the entire closed interval $[a, b]$. 
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Sequences and Series of Functions

9.1 Partial Sums and Pointwise Convergence

A sequence of functions is usually written

\[ f_1(x), f_2(x), \ldots \quad \text{or} \quad \{f_j\}_{j=1}^{\infty}. \]

We will generally assume that the functions \( f_j \) all have the same domain \( S \).

**Definition 9.1** A sequence of functions \( \{f_j\}_{j=1}^{\infty} \) with domain \( S \subseteq \mathbb{R} \) is said to converge pointwise to a limit function \( f \) on \( S \) if for each \( x \in S \) the sequence of numbers \( \{f_j(x)\} \) converges to \( f(x) \).

**Example 9.1**

Define \( f_j(x) = x^j \) with domain \( S = \{x : 0 \leq x \leq 1\} \). If \( 0 \leq x < 1 \) then \( f_j(x) \to 0 \). However, \( f_j(1) \to 1 \). Therefore the sequence \( f_j \) converges to the function

\[
 f(x) = \begin{cases} 
 0 & \text{if } 0 \leq x < 1 \\
 1 & \text{if } x = 1 
\end{cases}
\]

See Figure 9.1.

Here are some of the basic questions that we must ask about a sequence of functions \( f_j \) that converges to a function \( f \) on a domain \( S \):

1. If the functions \( f_j \) are continuous then is \( f \) continuous?
2. If the functions \( f_j \) are integrable on an interval \( I \) then is \( f \) integrable on \( I \)?
(3) If \( f \) is integrable on \( I \) then does the sequence \( \int_I f_j(x) \, dx \) converge to \( \int_I f(x) \, dx \)?

(4) If the functions \( f_j \) are differentiable then is \( f \) differentiable?

(5) If \( f \) is differentiable then does the sequence \( f_j' \) converge to \( f' \)?

We see from Example 9.1 that the answer to the first question is "no": Each of the \( f_j \) is continuous but \( f \) certainly is not. It turns out that, in order to obtain a favorable answer to our questions, we must consider a stricter notion of convergence of functions. This motivates the next definition.

**Definition 9.2**  
Let \( f_j \) be a sequence of functions on a domain \( S \). We say that the functions \( f_j \) converge uniformly to \( f \) if, given \( \epsilon > 0 \), there is an \( N > 0 \) such that, for any \( j > N \) and any \( x \in S \), it holds that \( |f_j(x) - f(x)| < \epsilon \).

Notice that the special feature of uniform convergence is that the rate at which \( f_j(x) \) converges is independent of \( x \in S \). In Example 9.1, \( f_j(x) \) is converging very rapidly to zero for \( x \) near zero but arbitrarily slowly to zero for \( x \) near 1—see Figure 9.1. In the next example we shall prove this assertion rigorously:
Example 9.2

The sequence \( f_j(x) = x^j \) does not converge uniformly to the limit function

\[
 f(x) = \begin{cases} 
 0 & \text{if } 0 < x < 1 \\
 1 & \text{if } x = 1 
\end{cases}
\]

on the domain \( S = [0, 1] \). In fact it does not even do so on the smaller domain \([0, 1)\). To see this, notice that no matter how large \( j \) is we have, by the Mean Value Theorem, that

\[
f_j(1) - f_j(1 - 1/(2j)) = \frac{1}{2j} \cdot f'_j(\xi)
\]

for some \( \xi \) between \( 1 - 1/(2j) \) and 1. But \( f'_j(x) = j \cdot x^{j-1} \) hence \( |f'_j(\xi)| < j \) and we conclude that

\[
|f_j(1) - f_j(1 - 1/(2j))| < \frac{1}{2}
\]

or

\[
f_j(1 - 1/(2j)) > f_j(1) - \frac{1}{2} = \frac{1}{2}.
\]

In conclusion, no matter how large \( j \), there will be values of \( x \) (namely \( x = 1 - 1/(2j) \)) at which \( f_j(x) \) is at least distance 1/2 from the limit 0. We conclude that the convergence is not uniform.

\[\square\]

Theorem 9.1

If \( f_j \) are continuous functions on a set \( S \) that converge uniformly on \( S \) to a function \( f \) then \( f \) is also continuous.

Proof: Let \( \epsilon > 0 \). Choose an integer \( N \) so large that if \( j > N \) then \( |f_j(x) - f(x)| < \epsilon/3 \) for all \( x \in S \). Fix \( P \in S \). Choose \( \delta > 0 \) so small that if \( |x - P| < \delta \) then \( |f_N(x) - f_N(P)| < \epsilon/3 \). For such \( x \) we have

\[
|f(x) - f(P)| \leq |f(x) - f_N(x)| + |f_N(x) - f_N(P)| + |f_N(P) - f(P)|
\]

\[
< \frac{\epsilon}{3} + \frac{\epsilon}{3} + \frac{\epsilon}{3}
\]

by the way that we chose \( N \) and \( \delta \). But the last line sums to \( \epsilon \), proving that \( f \) is continuous at \( P \). Since \( P \in S \) was chosen arbitrarily, we are done.

\[\square\]
**Example 9.3**

Define functions

\[
 f_j(x) = \begin{cases} 
 0 & \text{if } x = 0 \\
 j & \text{if } 0 < x \leq 1/j \\
 0 & \text{if } 1/j < x \leq 1 
\end{cases}
\]

Then \( \lim_{j \to \infty} f_j(x) = 0 \) for all \( x \) in the interval \( I = [0, 1] \). However

\[
 \int_0^1 f_j(x) \, dx = \int_0^{1/j} j \, dx = 1
\]

for every \( j \). Thus the \( f_j \) converge to the integrable limit function \( f(x) \equiv 0 \), but their integrals do not converge to the integral of \( f \). \( \square \)

**Example 9.4**

Let \( q_1, q_2, \ldots \) be an enumeration of the rationals in the interval \( I = [0, 1] \). Define functions

\[
 f_j(x) = \begin{cases} 
 1 & \text{if } x \in \{q_1, q_2, \ldots, q_j\} \\
 0 & \text{if } x \notin \{q_1, q_2, \ldots, q_j\} 
\end{cases}
\]

Then the functions \( f_j \) converge pointwise to the Dirichlet function \( f \) which is equal to 1 on the rationals and 0 on the irrationals. Each of the functions \( f_j \) has integral 0 on \( I \). But the function \( f \) is not integrable on \( I \). \( \square \)

The last two examples show that something more than pointwise convergence is needed in order for the integral to respect the limit process.

**Theorem 9.2**

Let \( f_j \) be integrable functions on a nontrivial bounded interval \( [a, b] \) and suppose that the functions \( f_j \) converge uniformly to the limit function \( f \). Then \( f \) is integrable on \( [a, b] \) and

\[
 \lim_{j \to \infty} \int_a^b f_j(x) \, dx = \int_a^b f(x) \, dx.
\]

**Proof:** Pick \( \epsilon > 0 \). Choose \( N \) so large that if \( j > N \) then \( |f_j(x) - f(x)| < \epsilon/[2(b-a)] \) for all \( x \in [a, b] \). Notice that, if \( j, k > N \), then

\[
 \left| \int_a^b f_j(x) \, dx - \int_a^b f_k(x) \, dx \right| \leq \int_a^b |f_j(x) - f_k(x)| \, dx. \tag{*}
\]
But \(|f_j(x) - f_k(x)| \leq |f_j(x) - f(x)| + |f(x) - f_k(x)| < \epsilon/(b-a)|. Therefore line (*) does not exceed
\[
\int_a^b \frac{\epsilon}{b-a} \, dx = \epsilon.
\]
Thus the numbers \(\int_a^b f_j(x) \, dx\) form a Cauchy sequence. Let the limit of this sequence be called \(A\). Notice that, if we let \(k \to \infty\) in the inequality
\[
\left| \int_a^b f_j(x) \, dx - \int_a^b f_k(x) \, dx \right| \leq \epsilon,
\]
then we obtain
\[
\left| \int_a^b f_j(x) \, dx - A \right| \leq \epsilon
\]
for all \(j \geq N\). This estimate will be used below.

By hypothesis there is a \(\delta > 0\) such that, if \(P = \{p_1, \ldots, p_k\}\) is a partition of \([a, b]\) with \(m(P) < \delta\), then

\[
\left| \mathcal{R}(f_N, P) - \int_a^b f_N(x) \, dx \right| < \epsilon.
\]

But then, for such a partition, we have
\[
\left| \mathcal{R}(f, P) - A \right| \leq \left| \mathcal{R}(f, P) - \mathcal{R}(f_N, P) \right| + \left| \mathcal{R}(f_N, P) - \int_a^b f_N(x) \, dx \right|
\]
\[
+ \left| \int_a^b f_N(x) \, dx - A \right|.
\]
We have already noted that, by the choice of \(N\), the third term on the right is smaller than \(\epsilon\). The second term is smaller than \(\epsilon\) by the way that we chose the partition \(P\). It remains to examine the first term. Now
\[
\left| \mathcal{R}(f, P) - \mathcal{R}(f_N, P) \right| = \left| \sum_{j=1}^k f(s_j) \Delta_j - \sum_{j=1}^k f_N(s_j) \Delta_j \right|
\]
\[
\leq \sum_{j=1}^k \left| f(s_j) - f_N(s_j) \right| \Delta_j
\]
\[
< \sum_{j=1}^k \frac{\epsilon}{2(b-a)} \Delta_j
\]
\[
= \frac{\epsilon}{2(b-a)} \sum_{j=1}^k \Delta_j
\]
\[
= \epsilon.
\]
Therefore $|\mathcal{R}(f, P) - A| < 3\epsilon$ when $m(P) < \delta$. This shows that the function $f$ is integrable on $[a, b]$ and has integral with value $A$. 

We have succeeded in answering questions (1) and (2) that were raised at the beginning of the section. In the next section we will answer questions (3), (4), (5).

### 9.2 More on Uniform Convergence

In general, limits do not commute. Since the integral is defined with a limit, and since we saw in the last section that integrals do not always respect limits of functions, we know some concrete instances of non-commutation of limits. The fact that continuity is defined with a limit, and that the limit of continuous functions need not be continuous, gives even more examples of situations in which limits do not commute. Let us now turn to a situation in which limits do commute:

**Theorem 9.3**

Fix a set $S$ and a point $s \in S$. Assume that the functions $f_j$ converge uniformly on the domain $S \setminus \{s\}$ to a limit function $f$. Suppose that each function $f_j(x)$ has a limit as $x \to s$. Then $f$ itself has a limit as $x \to s$ and

$$
\lim_{x \to s} f(x) = \lim_{j \to \infty} \lim_{x \to s} f_j(x).
$$

Because of the way that $f$ is defined, we may rewrite this conclusion as

$$
\lim_{x \to s} \lim_{j \to \infty} f_j(x) = \lim_{j \to \infty} \lim_{x \to s} f_j(x).
$$

In other words, the limits $\lim_{x \to s}$ and $\lim_{j \to \infty}$ commute.

**Proof:** Let $\alpha_j = \lim_{x \to s} f_j(x)$. Let $\epsilon > 0$. There is a number $N > 0$ (independent of $x \in S \setminus \{s\}$) such that $j \geq N$ implies that $|f_j(x) - f(x)| < \epsilon/4$. Fix $j, k \geq N$. Choose $\delta > 0$ such that $0 < |x - s| < \delta$ implies both that $|f_j(x) - \alpha_j| < \epsilon/4$ and $|f_k(x) - \alpha_k| < \epsilon/4$. Then

$$
|\alpha_j - \alpha_k| \leq |\alpha_j - f_j(x)| + |f_j(x) - f(x)| + |f(x) - f_k(x)| + |f_k(x) - \alpha_k|.
$$

The first and last expressions are less than $\epsilon/4$ by the choice of $x$. The middle two expressions are less than $\epsilon/4$ by the choice of $N$. We conclude that the sequence $\alpha_j$ is Cauchy. Let $\alpha$ be the limit of that sequence.

Letting $k \to \infty$ in the inequality

$$
|\alpha_j - \alpha_k| < \epsilon
$$

we get $\alpha_j \to \alpha$ as $j \to \infty$.
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that we obtained above yields

$$|\alpha_j - \alpha| \leq \epsilon$$

for $j \geq N$. Now, with $\delta$ as above and $0 < |x - s| < \delta$, we have

$$|f(x) - \alpha| \leq |f(x) - f_j(x)| + |f_j(x) - \alpha_j| + |\alpha_j - \alpha|.$$  

By the choices we have made, the first term is less than $\epsilon/4$, the second is less than $\epsilon/2$, and the third is less than or equal to $\epsilon$. Altogether, if $0 < |x - s| < \delta$ then $|f(x) - \alpha| < 2\epsilon$. This is the desired conclusion. \(\Box\)

Parallel with our notion of Cauchy sequence of numbers, we have a concept of Cauchy sequence of functions in the uniform sense:

**Definition 9.3** A sequence of functions $f_j$ on a domain $S$ is called a **uniformly Cauchy sequence** if, for each $\epsilon > 0$, there is an $N > 0$ such that, if $j, k > N$, then

$$|f_j(x) - f_k(x)| < \epsilon \quad \forall x \in S.$$  

**Proposition 9.1**

A sequence of function $f_j$ is uniformly Cauchy on a domain $S$ if and only if the sequence converges uniformly to a limit function $f$ on the domain $S$.

**Proof:** The proof is straightforward and is assigned as an exercise. \(\Box\)

We will use the last two results in our study of the limits of differentiable functions. First we consider an example.

**Example 9.5**

Define the function

$$f_j(x) = \begin{cases} 
0 & \text{if } x \leq 0 \\
 jx^2 & \text{if } 0 < x \leq 1/(2j) \\
x - 1/(4j) & \text{if } 1/(2j) < x < \infty
\end{cases}$$

We leave it as an exercise for you to check that the functions $f_j$ converge uniformly on the entire real line to the function

$$f(x) = \begin{cases} 
0 & \text{if } x \leq 0 \\
x & \text{if } x > 0
\end{cases}$$
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(draw a sketch to help you see this). Notice that each of the functions \(f_j\) is continuously differentiable on the entire real line, but \(f\) is not differentiable at 0. \(\Box\)

It turns out that we must strengthen our convergence hypotheses if we want the limit process to respect differentiation. The basic result is

**Theorem 9.4**

Suppose that a sequence \(f_j\) of differentiable functions on an open interval \(I\) converges pointwise to a limit function \(f\). Suppose further that the sequence \(f'_j\) converges uniformly on \(I\) to a limit function \(g\). Then the limit function \(f\) is differentiable on \(I\) and \(f'(x) = g(x)\) for all \(x \in I\).

**Proof:** There is no loss of generality to assume that \(I\) is an interval of length 1. Let \(\epsilon > 0\). The sequence \(\{f'_j\}\) is uniformly Cauchy. Therefore we may choose \(N\) so large that \(j, k > N\) implies that

\[
|f'_j(x) - f'_k(x)| < \frac{\epsilon}{2} \quad \forall x \in I. \quad (*)
\]

Fix a point \(P \in I\). Define

\[
\mu_j(x) = \frac{f_j(x) - f_j(P)}{x - P}
\]

for \(x \in I, x \neq P\). It is our intention to apply Theorem 9.3 above to the functions \(\mu_j\).

First notice that, for each \(j\), we have

\[
\lim_{x \to P} \mu_j(x) = f'_j(P).
\]

Thus

\[
\lim_{j \to \infty} \lim_{x \to P} \mu_j(x) = \lim_{j \to \infty} f'_j(P) = g(P).
\]

That calculates the limits in one order.

On the other hand,

\[
\lim_{j \to \infty} \mu_j(x) = \frac{f(x) - f(P)}{x - P} \equiv \mu(x)
\]

for \(x \in I \setminus \{P\}\). If we can show that this convergence is uniform then Theorem 9.3 applies and we may conclude that

\[
\lim_{x \to P} \mu(x) = \lim_{j \to \infty} \lim_{x \to P} \mu_j(x) = \lim_{j \to \infty} f'_j(P) = g(P).
\]

But this just says that \(f\) is differentiable at \(P\) and the derivative equals \(g\). That is the desired result.
To verify the uniform convergence of the $\mu_j$, we apply the Mean Value Theorem to the function $f_j - f_k$. For $x \neq P$ we have

$$|\mu_j(x) - \mu_k(x)| = \frac{1}{|x - P|} \cdot |(f_j(x) - f_k(x)) - (f_j(P) - f_k(P))|$$

$$= \frac{1}{|x - P|} \cdot |x - P| \cdot |(f_j - f_k)'(\xi)|$$

$$= |(f_j - f_k)'(\xi)|$$

for some $\xi$ between $x$ and $P$. But line (*) guarantees that the last line does not exceed $\epsilon/2$. That shows that the $\mu_j$ converge uniformly and concludes the proof. 

\[ \Box \]

**Remark 9.1** A little additional effort shows that we need only assume in the theorem that the functions $f_j$ converge at a single point $x_0$ in the domain. One of the exercises asks you to prove this assertion.

Notice further that if we make the additional assumption that each of the functions $f'_j$ is continuous then the proof of the theorem becomes much easier. For then

$$f_j(x) = f_j(x_0) + \int_{x_0}^{x} f'_j(t) \, dt$$

by the Fundamental Theorem of Calculus. The hypothesis that the $f'_j$ converge uniformly then implies, by Theorem 9.2, that the integrals converge to

$$\int_{x_0}^{x} g(t) \, dt.$$ 

The hypothesis that the functions $f_j$ converge at $x_0$ then allows us to conclude that the sequence $f_j(x)$ converges for every $x$ to $f(x)$ and

$$f(x) = f(x_0) + \int_{x_0}^{x} g(t) \, dt.$$ 

The Fundamental Theorem of Calculus then yields that $f' = g$ as desired. 

\[ \Box \]

### 9.3 Series of Functions

**Definition 9.4**

The formal expression

$$\sum_{j=1}^{\infty} f_j(x),$$

...
where the $f_j$ are functions on a common domain $S$, is called a series of functions. For $N = 1, 2, 3, \ldots$ the expression

$$S_N(x) = \sum_{j=1}^{N} f_j(x) = f_1(x) + f_2(x) + \ldots + f_N(x)$$

is called the $N$th partial sum for the series. In case

$$\lim_{N \to \infty} S_N(x)$$

exists and is finite then we say that the series converges at $x$. Otherwise we say that the series diverges at $x$.

Notice that the question of convergence of a series of functions, which should be thought of as an addition process, reduces to a question about the sequence of partial sums. Sometimes, as in the next example, it is convenient to begin the series at some index other than $j = 1$.

**Example 9.6**

Consider the series

$$\sum_{j=0}^{\infty} x^j$$

This is the geometric series from Proposition 4.5. It converges absolutely for $|x| < 1$ and diverges otherwise.

By the formula for the partial sums of a geometric series,

$$S_N(x) = \frac{1 - x^{N+1}}{1 - x}.$$ 

For $|x| < 1$ we see that

$$S_N(x) \to \frac{1}{1 - x}.$$  

**Definition 9.5** Let

$$\sum_{j=1}^{\infty} f_j(x)$$

be a series of functions on a domain $S$. If the partial sums $S_N(x)$ converge uniformly on $S$ to a limit function $g(x)$ then we say that the series converges uniformly on $S$.

Of course all of our results about uniform convergence of sequences of functions translate, via the sequence of partial sums of a series, to results about uniformly convergent series of functions. For example
(a) If \( f_j \) are continuous functions on a domain \( S \) and if the series

\[
\sum_{j=1}^{\infty} f_j(x)
\]

converges uniformly on \( S \) to a limit function \( f \) then \( f \) is also continuous on \( S \).

(b) If \( f_j \) are integrable functions on \([a, b]\) and if

\[
\sum_{j=1}^{\infty} f_j(x)
\]

converges uniformly on \([a, b]\) to a limit function \( f \) then \( f \) is also integrable on \([a, b]\) and

\[
\int_{a}^{b} f(x) \, dx = \sum_{j=1}^{\infty} \int_{a}^{b} f_j(x) \, dx.
\]

You will be asked to provide details of these assertions, as well as a statement and proof of a result about derivatives of series, in the exercises. Meanwhile we turn to an elegant test for uniform convergence that is due to Weierstrass.

**Theorem 9.5** [The Weierstrass M-Test]

Let \( \{f_j\}_{j=1}^{\infty} \) be functions on a common domain \( S \). Assume that each \( |f_j| \) is bounded on \( S \) by a constant \( M_j \) and that

\[
\sum_{j=1}^{\infty} M_j < \infty.
\]

Then the series

\[
\sum_{j=1}^{\infty} f_j
\]

converges uniformly on the set \( S \).

**Proof:** By hypothesis, the sequence \( T_N \) of partial sums of the series \( \sum_{j=1}^{\infty} M_j \) is Cauchy. Given \( \epsilon > 0 \) there is therefore a number \( K \) so large that \( q > p > K \) implies that \( q > p > K \) implies that

\[
\sum_{j=p+1}^{q} M_j = |T_q - T_p| < \epsilon.
\]
We may conclude that the partial sums $S_N$ of the original series $\sum f_j$ satisfy, for $q > p > K$,

$$|S_q(x) - S_p(x)| = \left| \sum_{j=p+1}^{q} f_j(x) \right|$$

$$\leq \sum_{j=p+1}^{q} |f_j(x)| \leq \sum_{j=p+1}^{q} M_j < \epsilon.$$ 

Thus the partial sums $S_N(x)$ of the series (*) are uniformly Cauchy. The series (*) therefore converges uniformly.

Example 9.7

Let us consider the series

$$f(x) = \sum_{j=1}^{\infty} 2^{-j} \sin(2^j x).$$

The sine terms oscillate so erratically that it would be difficult to calculate partial sums for this series. However, noting that the $j^{th}$ summand $f_j(x) = 2^{-j} \sin(2^j x)$ is dominated in absolute value by $2^{-j}$, we see that the Weierstrass M-Test applies to this series. We conclude that the series converges uniformly on the entire real line.

By property (a) of uniformly convergent series of continuous functions that was noted above, we may conclude that the function $f$ defined by our series is continuous. It is also $2\pi$-periodic: $f(x + 2\pi) = f(x)$ for every $x$ since this assertion is true for each summand. Since the continuous function $f$ restricted to the compact interval $[0, 2\pi]$ is uniformly continuous (Theorem 6.6), we may conclude that $f$ is uniformly continuous on the entire real line.

However, it turns out that $f$ is nowhere differentiable. The proof of this assertion follows lines similar to the treatment of nowhere differentiable functions in Theorem 7.2. The details will be covered in an Exercise.

9.4 The Weierstrass Approximation Theorem

The name Weierstrass has occurred frequently in this chapter. In fact Karl Weierstrass (1815-1897) revolutionized analysis with his examples and theorems. This section is devoted to one of his most striking results. We introduce it with a motivating discussion.
It is natural to wonder whether the standard functions of calculus—sin $x$, cos $x$, and $e^x$, for instance—are actually polynomials of some very high degree. Since polynomials are so much easier to understand than these transcendental functions, an affirmative answer to this question would certainly simplify mathematics. Of course a moment’s thought shows that this wish is impossible: a polynomial of degree $k$ has at most $k$ real roots. Since sine and cosine have infinitely many real roots they cannot be polynomials. A polynomial of degree $k$ has the property that if it is differentiated enough times (namely $k + 1$ times) then the derivative is zero. Since this is not the case for $e^x$, we conclude that $e^x$ cannot be a polynomial. The Exercises discuss other means for distinguishing the familiar transcendental functions of calculus from polynomial functions.

In calculus we learned of a formal procedure, called Taylor series, for associating polynomials with a given function $f$. In some instances these polynomials form a sequence that converges back to the original function. Of course the method of the Taylor expansion has no hope of working unless $f$ is infinitely differentiable. Even then, it turns out that the Taylor series rarely converges back to the original function—see the discussion at the end of Section 10.2. Nevertheless, Taylor’s theorem with remainder might cause us to speculate that any reasonable function can be approximated in some fashion by polynomials. In fact the theorem of Weierstrass gives a spectacular affirmation of this speculation:

**Theorem 9.6** [The Weierstrass Approximation Theorem]
Let $f$ be a continuous function on an interval $[a, b]$. Then there is a sequence of polynomials $p_j(x)$ with the property that the sequence $p_j$ converges uniformly on $[a, b]$ to $f$.

In a few moments we shall prove this theorem in detail. Let us first consider some of its consequences. A restatement of the theorem would be that, given a continuous function $f$ on $[a, b]$ and an $\epsilon > 0$, there is a polynomial $p$ such that

$$|f(x) - p(x)| < \epsilon$$

for every $x \in [a, b]$. If one were programming a computer to calculate values of a fairly wild function $f$, the theorem guarantees that, up to a given degree of accuracy, one could use a polynomial instead (which would in fact be much easier for the computer to handle). Advanced techniques can even tell what degree of polynomial is needed to achieve a given degree of accuracy. The proof that we shall present also suggests how this might be done.
Let $f$ be the Weierstrass nowhere differentiable function. The theorem guarantees that, on any compact interval, $f$ is the uniform limit of polynomials. Thus even the uniform limit of infinitely differentiable functions need not be differentiable—even at one point. This explains why the hypotheses of Theorem 9.4 needed to be so stringent.

We shall break up the proof of the Weierstrass Approximation Theorem into a sequence of lemmas.

**Lemma 9.1**

Let $\psi_j$ be a sequence of continuous functions on the interval $[-1, 1]$ with the following properties:

(i) $\psi_j(x) \geq 0$ for all $x$;

(ii) $\int_{-1}^{1} \psi_j(x) \, dx = 1$ for each $j$;

(iii) For any $\delta > 0$ we have

$$\lim_{j \to \infty} \int_{|x| \leq \delta} \psi_j(x) \, dx = 0.$$  

If $f$ is a continuous function on the real line which is identically zero off the interval $[0, 1]$ then the functions $f_j(x) = \int_{-1}^{1} \psi_j(t) f(x-t) \, dt$ converge uniformly on the interval $[0, 1]$ to $f(x)$.

**Proof:** By multiplying $f$ by a constant we may assume that $\sup |f| = 1$. Let $\epsilon > 0$. Since $f$ is uniformly continuous on the interval $[0, 1]$ we may choose a $\delta > 0$ such that if $|x-t| < \delta$ then $|f(x) - f(t)| < \epsilon/2$. By property (iii) above we may choose an $N$ so large that $j > N$ implies that $\int_{|t| \leq 1} |\psi_j(t)| dt < \epsilon/4$. Then, for any $x \in [0,1]$, we have

$$|f_j(x) - f(x)| = \left| \int_{-1}^{1} \psi_j(t) f(x-t) \, dt - f(x) \right|$$

$$= \left| \int_{-1}^{1} \psi_j(t) f(x-t) \, dt - \int_{-1}^{1} \psi_j(t) f(x) \, dt \right|.$$  

Notice that, in the last line, we have used fact (ii) about the functions $\psi_j$ to multiply the term $f(x)$ by 1 in a clever way. Now we may combine the two integrals to find that the last line

$$= \left| \int_{-1}^{1} (f(x-t) - f(x)) \psi_j(t) \, dt \right|$$

$$\leq \int_{-\delta}^{\delta} |f(x-t) - f(x)| \psi_j(t) \, dt$$
To estimate term $A$, we recall that, for $|t| < \delta$, we have $|f(x-t) - f(x)| < \varepsilon/2$; hence

$$A \leq \int_{-\delta}^{\delta} \frac{\varepsilon}{2} \psi_j(t) \, dt \leq \frac{\varepsilon}{2} \cdot \int_{-1}^{1} \psi_j(t) \, dt = \frac{\varepsilon}{2}.$$  

For $B$ we write

$$B \leq \int_{|t| \leq \delta} 2 \cdot \sup_{|t| \leq 1} |f| \cdot \psi_j(t) \, dt$$

$$\leq 2 \cdot \int_{|t| \leq \delta} \psi_j(t) \, dt$$

$$< 2 \cdot \frac{\varepsilon}{4} = \frac{\varepsilon}{2},$$

where in the penultimate line we have used the choice of $j$. Adding together our estimates for $A$ and $B$, and noting that these estimates are independent of the choice of $x$, yields the result.

\[ \square \]

\textbf{Lemma 9.2}

Define $\psi_j(t) = k_j \cdot (1 - t^2)^j$, where the positive constants $k_j$ are chosen so that $\int_{-1}^{1} \psi_j(t) \, dt = 1$. Then the functions $\psi_j$ satisfy the properties (i)--(iii) of the last lemma.

\textbf{Proof:} Of course property (ii) is true by design. Property (i) is obvious. In order to verify property (iii), we need to estimate the size of $k_j$.

Notice that

$$\int_{-1}^{1} (1 - t^2)^j \, dt = 2 \cdot \int_{0}^{1} (1 - t^2)^j \, dt$$

$$\geq 2 \cdot \int_{0}^{1/\sqrt{j}} (1 - t^2)^j \, dt$$

$$\geq 2 \cdot \int_{0}^{1/\sqrt{j}} (1 - j t^2) \, dt,$$

where we have used the binomial theorem. But this last integral is easily evaluated and equals $4/(3 \sqrt{j})$. We conclude that

$$\int_{-1}^{1} (1 - t^2)^j \, dt > \frac{1}{\sqrt{j}}.$$
As a result, \( k_j < \sqrt{j} \).

Now, to verify property (iii) of the lemma, we notice that, for \( \delta > 0 \) fixed and \( \delta \leq |t| \leq 1 \), it holds that
\[
|\psi_j(t)| \leq k_j \cdot (1 - \delta^2)^j \leq \sqrt{j} \cdot (1 - \delta^2)^j
\]
and this expression tends to 0 as \( j \to \infty \). Thus \( \psi_j \to 0 \) uniformly on \( \{t : \delta \leq |t| \leq 1\} \). It follows that the \( \psi_j \) satisfy property (iii) of the lemma. \( \square \)

**Proof of the Weierstrass Approximation Theorem:** We may assume without loss of generality (just by changing coordinates) that \( f \) is a continuous function on the interval \([0, 1]\). After adding a linear function (which is a polynomial) to \( f \), we may assume that \( f(0) = f(1) = 0 \). Thus \( f \) may be continued to be a continuous function which is identically zero on the entire real line.

Let \( \psi_j \) be as in Lemma 9.2 and form \( f_j \) as in Lemma 9.1. Then we know that \( f_j \) converge uniformly on \([0, 1]\) to \( f \). Finally,
\[
f_j(x) = \int_{-1}^{1} \psi_j(t)f(x-t) \, dt
= \int_{0}^{1} \psi_j(x-t)f(t) \, dt
= k_j \int_{0}^{1} (1 + (x-t)^2)^j f(t) \, dt.
\]

But multiplying out the expression \((1 + (x-t)^2)^j\) in the integrand then shows that \( f_j \) is a polynomial of degree at most \( 2j \) in \( x \). Thus we have constructed a sequence of polynomials \( f_j \) that converges uniformly to \( f \) on the interval \([0, 1]\). \( \square \)

**Exercises**

1. Prove that if a series of continuous functions converges uniformly then the sum function is also continuous.

2. Prove that if a series \( \sum_{j=1}^{\infty} f_j \) of integrable functions on an interval \([a, b]\) is uniformly convergent on \([a, b]\) then the sum function \( f \) is integrable and
\[
\int_{a}^{b} f(x) \, dx = \sum_{j=1}^{\infty} \int_{a}^{b} f_j(x) \, dx.
\]
3. Formulate and prove a result about the derivative of the sum of a convergent series of differentiable functions.

* 4. Let $0 < \alpha < 1$. Prove that the series

$$\sum_{j=1}^{\infty} 2^{-j\alpha} \sin (2^j x)$$

defines a function $f$ that is nowhere differentiable. To achieve this end, follow the scheme that was used to prove Theorem 7.3: a) Fix $x$; b) For $h$ small, choose $M$ such that $2^{-M}$ is approximately equal to $|h|$; c) Break the series up into the sum from 1 to $M - 1$, the single summand $j = M$, and the sum from $j = M + 1$ to $\infty$. The middle term has very large Newton quotient and the first and last terms are relatively small.

5. Prove Dini's theorem: If $f_j$ are continuous functions on a compact set $K$, $f_1(x) \leq f_2(x) \leq \ldots$ for all $x \in K$, and the $f_j$ converge to a continuous function $f$ on $K$ then in fact the $f_j$ converge uniformly to $f$ on $K$.

6. Prove Proposition 9.1. Refer to the parallel result in Chapter 3 for some hints.

7. Prove the assertion made in Remark 9.1 that Theorem 9.4 is still true if the functions $f_j$ are assumed to converge at just one point (and also that the derivatives $f'_j$ converge uniformly).

* 8. A function is called “piecewise linear” if it is (i) continuous and (ii) its graph consists of finitely many linear segments. Prove that a continuous function on an interval $[a, b]$ is the uniform limit of a sequence of piecewise linear functions.

9. If a sequence of functions $f_j$ on a domain $S \subseteq \mathbb{R}$ has the property that $f_j \to f$ uniformly on $S$ then does it follow that $(f_j)^2 \to f^2$ uniformly on $S$? What simple additional hypothesis will make your answer affirmative?

10. If $f_j \to f$ uniformly on a domain $S$ and if $f_j, f$ never vanish on $S$ then does it follow that the functions $1/f_j$ converge uniformly to $1/f$ on $S$?

11. Use the concept of boundedness of a function to show that the functions $\sin x$ and $\cos x$ cannot be polynomials.

12. Prove that if $p$ is any polynomial then there is an $N$ large enough that $e^x > |p(x)|$ for $x > N$. Conclude that the function $e^x$ is not a polynomial.
13. Find a way to prove that \( \tan x \) and \( \ln x \) are not polynomials.

14. Let \( f_j \) be a uniformly convergent sequence of functions on a common domain \( S \). What would be suitable conditions on a function \( \phi \) to guarantee that \( \phi \circ f_j \) converges uniformly on \( S \)?

* 15. Use the Weierstrass Approximation Theorem and Mathematical Induction to prove that if \( f \) is \( k \) times continuously differentiable on an interval \([a, b]\) then there is a sequence of polynomials \( p_j \) with the property that

\[
\begin{align*}
p_j & \to f \\
p_j' & \to f' \\
\vdots & \\
p_j^{(k)} & \to f^{(k)}
\end{align*}
\]

uniformly on \([a, b]\).

* 16. Let \( a < b \) be real numbers. Call a function of the form

\[
f(x) = \begin{cases} 
1 & \text{if } a \leq x \leq b \\
0 & \text{if } x < a \text{ or } x > b 
\end{cases}
\]

a characteristic function for the interval \([a, b]\). Then a function of the form

\[
g(x) = \sum_{j=1}^{k} a_j \cdot f_j(x),
\]

with the \( f_j \) characteristic functions of intervals \([a_j, b_j]\), is called simple. Prove that any continuous function on an interval \([c, d]\) is the uniform limit of a sequence of simple functions. (Hint: The proof of this assertion is conceptually simple; do not imitate the proof of the Weierstrass Approximation Theorem.)

17. Prove that the series

\[
\sum_{j=1}^{\infty} \frac{\sin jx}{j}
\]

converges uniformly on compact intervals that do not contain odd multiples of \( \pi/2 \). (Hint: Sum by parts and the result will follow.)
18. If \( f \) is a continuous function on the interval \([a, b]\) and if
\[
\int_a^b f(x)p(x) \, dx = 0
\]
for every polynomial \( p \) then prove that \( f \) must be the zero function. (Hint: Use Weierstrass's Approximation Theorem.)

19. Prove that the sequence of functions \( f_j(x) = \sin(jx) \) has no subsequence that converges at every \( x \).

* 20. Construct a sequence of continuous functions \( f_j(x) \) that has the property that \( f_j(q) \) increases monotonically to \(+\infty\) for each rational \( q \) but such that, at each irrational \( x \), \(|f_j(x)| \leq 1\) for infinitely many \( j \).

21. Suppose that the sequence \( f_j(x) \) on the interval \([0, 1]\) satisfies
\[
|f_j(s) - f_j(t)| \leq |s - t|
\]
for all \( s, t \in [0, 1] \). Further assume that the \( f_j \) converge pointwise to a limit function \( f \) on the interval \([0, 1]\). Prove that the sequence converges uniformly.

22. Let \( \{f_j\} \) be a sequence of continuous functions on the real line. Suppose that the \( f_j \) converge uniformly to a function \( f \). Prove that
\[
\lim_{j \to \infty} f_j(x + 1/j) = f(x)
\]
uniformly on any bounded interval.

Can any of these hypotheses be weakened?

23. Prove a comparison test for uniform convergence of series: if \( f_j, g_j \) are functions and \( 0 \leq f_j \leq g_j \) and the series \( \sum g_j \) converges uniformly then so also does the series \( \sum f_j \).

24. Show by giving an example that the converse of the Weierstrass M-Test is false.

* 25. Define a trigonometric polynomial to be a function of the form
\[
\sum_{j=1}^k a_j \cdot \cos jx + \sum_{j=1}^\ell b_j \cdot \sin jx.
\]
Prove a version of the Weierstrass Approximation Theorem on the interval \([0, 2\pi]\) for \(2\pi\)-periodic continuous functions and with the phrase "trigonometric polynomial" replacing "polynomial." (Hint: Prove that
\[
\sum_{\ell=-j}^{j} \left(1 - \frac{|\ell|}{j+1}\right)(\cos \ell t) =
\]
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\[
\frac{1}{j + 1} \left( \frac{\sin \frac{j+1}{2}t}{\sin \frac{1}{2}t} \right)^2
\]

Use these functions as the \( \psi_j \)s in the proof of Weierstrass's theorem.)
Chapter 10

Elementary Transcendental Functions

10.1 Power Series

A series of the form
\[ \sum_{j=0}^{\infty} a_j (x - c)^j \]

is called a power series expanded about the point c. Our first task is to determine the nature of the set on which a power series converges.

**Proposition 10.1**

Assume that the power series
\[ \sum_{j=0}^{\infty} a_j (x - c)^j \]

converges at the value \( x = d \). Let \( r = |d - c| \). Then the series converges uniformly and absolutely on compact subsets of \( I = \{ x : |x - c| < r \} \).

**Proof:** We may take the compact subset of \( I \) to be \( K = [c - s, c + s] \) for some number \( 0 < s < r \). For \( x \in K \) it then holds that
\[
\sum_{j=0}^{\infty} |a_j (x - c)^j| = \sum_{j=0}^{\infty} |a_j (d - c)^j| \cdot \frac{|x - c|^j}{|d - c|^j}.
\]

In the sum on the right, the first expression in absolute values is bounded by some constant \( C \) (by the convergence hypothesis). The quotient in absolute values is majorized by \( L = s/r < 1 \). The series on the right is thus dominated by
\[
\sum_{j=0}^{\infty} C \cdot L^j.
\]
This geometric series converges. By the Weierstrass M-Test, the original series converges absolutely and uniformly on $K$.  

An immediate consequence of the proposition is that the set on which the power series

$$\sum_{j=0}^{\infty} a_j (x - c)^j$$

converges is an interval centered about $c$. We call this set the \textit{interval of convergence}. The series will converge absolutely and uniformly on compact subsets of the interval of convergence. The \textit{radius} of the interval of convergence (called the \textit{radius of convergence}) is defined to be half its length. Whether convergence holds at the endpoints of the interval will depend on the particular series being studied. Let us use the notation $\mathcal{C}$ to denote the open interval of convergence.

It happens that if a power series converges at either of the endpoints of its interval of convergence, then the convergence is uniform up to that endpoint. This is a consequence of Abel's partial summation test; details will be explored in the exercises.

On the interval of convergence $\mathcal{C}$, the power series defines a function $f$. Such a function is said to be \textit{real analytic}. More precisely, we have

\textbf{Definition 10.1} A function $f$, with domain an open set $U \subseteq \mathbb{R}$ and range either the real or the complex numbers, is called \textit{real analytic} if for each $c \in U$ the function $f$ may be represented by a convergent power series on an interval of positive radius centered at $c$:

$$f(x) = \sum_{j=0}^{\infty} a_j (x - c)^j.$$  

We need to know both the algebraic and the calculus properties of a real analytic function: is it continuous? differentiable? How does one add/subtract/multiply/divide two such functions?

\textbf{Proposition 10.2}

Let

$$\sum_{j=0}^{\infty} a_j (x - c)^j \quad \text{and} \quad \sum_{j=0}^{\infty} b_j (x - c)^j$$

be two power series with intervals of convergence $\mathcal{C}_1$ and $\mathcal{C}_2$ centered at $c$. Let $f_1(x)$ be the function defined by the first series on $\mathcal{C}_1$ and $f_2(x)$ the function defined by the second series on $\mathcal{C}_2$. Then, on their common domain $\mathcal{C} = \mathcal{C}_1 \cap \mathcal{C}_2$, it holds that
(1) \( f(x) \pm g(x) = \sum_{j=0}^{\infty} (a_j \pm b_j)(x - c)^j \);
(2) \( f(x) \cdot g(x) = \sum_{m=0}^{\infty} \sum_{j+k=m} (a_j \cdot b_k)(x - c)^m \).

**Proof:** Let

\[
A_N = \sum_{j=0}^{N} a_j(x - c)^j \quad \text{and} \quad B_N = \sum_{j=0}^{N} b_j(x - c)^j
\]

be, respectively, the \( N^{th} \) partial sums of the power series that define \( f \) and \( g \). If \( C_N \) is the \( N^{th} \) partial sum of the series

\[
\sum_{j=0}^{\infty} (a_j \pm b_j)(x - c)^j
\]

then

\[
f(x) \pm g(x) = \lim_{N \to \infty} A_N \pm \lim_{N \to \infty} B_N = \lim_{N \to \infty} [A_N \pm B_N]
\]

\[
= \lim_{N \to \infty} C_N = \sum_{j=0}^{\infty} (a_j \pm b_j)(x - c)^j.
\]

This proves (1).

For (2), let

\[
D_N = \sum_{m=0}^{N} \sum_{j+k=m} (a_j \cdot b_k)(x - c)^m \quad \text{and} \quad R_N = \sum_{j=N+1}^{\infty} b_j(x - c)^j.
\]

We have

\[
D_N = a_0B_N + a_1(x - c)B_{N-1} + \ldots + a_N(x - c)^NB_0
\]

\[
= a_0(g(x) - R_N) + a_1(x - c)(g(x) - R_{N-1})
\]

\[
+ \ldots + a_N(x - c)^N(g(x) - R_0)
\]

\[
= g(x) \sum_{j=0}^{N} a_j(x - c)^j
\]

\[
- [a_0R_N + a_1(x - c)R_{N-1} + \ldots + a_N(x - c)^N R_0].
\]

Clearly,

\[
g(x) \sum_{j=0}^{N} a_j(x - c)^j
\]

converges to \( g(x)f(x) \) as \( N \) approaches \( \infty \). In order to show that \( D_N \to g \cdot f \), it will thus suffice to show that

\[
|a_0R_N + a_1(x - c)R_{N-1} + \ldots + a_N(x - c)^N R_0|
\]
converges to 0 as \( N \) approaches \( \infty \). Fix \( x \). Now we know that

\[
\sum_{j=0}^{\infty} a_j (x - c)^j
\]

is absolutely convergent so we may set

\[
A = \sum_{j=0}^{\infty} |a_j||x - c|^j.
\]

Also \( \sum_{j=0}^{\infty} b_j (x - c)^j \) is convergent. Therefore, given \( \epsilon > 0 \), we can find \( N_0 \) so that \( N \geq N_0 \) implies \( |R_N| \leq \epsilon \). Thus we have

\[
|a_0 R_N + a_1 (x - c) R_{N-1} + \ldots + a_N (x - c)^N R_0|
\]

\[
\leq |a_0 R_N + \ldots + a_{N-N_0} (x - c)^{N-N_0} R_{N_0}| \\
+ |a_{N-N_0+1} (x - c)^{N-N_0+1} R_{N_0-1} + \ldots + a_N (x - c)^N R_0|
\]

\[
\leq \sup_{M \geq N_0} R_M \cdot \left( \sum_{j=0}^{\infty} |a_j||x - c|^j \right)
\]

\[
+ |a_{N-N_0+1} (x - c)^{N-N_0+1} R_{N_0-1} + \ldots + a_N (x - c)^N R_0|
\]

\[
\leq \epsilon A + |a_{N-N_0+1} (x - c)^{N-N_0+1} R_{N_0-1} + \ldots + a_N (x - c)^N R_0|.
\]

Thus

\[
|a_0 R_N + a_1 (x - c) R_{N-1} + \ldots + a_N (x - c)^N R_0|
\]

\[
\leq \epsilon \cdot A + M \cdot \sum_{j=N-N_0+1}^{N} |a_j||x - c|^j,
\]

where \( M \) is an upper bound for \( |R_j(x)| \). Since the series defining \( A \) converges, we find on letting \( N \to \infty \) that

\[
\limsup_{N \to \infty} |a_0 R_N + a_1 (x - c) R_{N-1} + \ldots + a_N (x - c)^N R_0| \leq \epsilon \cdot A.
\]

Since \( \epsilon > 0 \) was arbitrary, we may conclude that

\[
\lim_{N \to \infty} |a_0 R_N + a_1 (x - c) R_{N-1} + \ldots + a_N (x - c)^N R_0| = 0. \quad \Box
\]

**REMARK 10.1** Observe that the form of the product of two power series provides some motivation for the form that the product of a numerical series took in Theorem 4.9.

Next we turn to division of real analytic functions. If \( f \) and \( g \) are real analytic functions both defined on an open interval \( I \) and if \( g \) does
not vanish on \( I \) then we would like \( f/g \) to be a well-defined real analytic function (it certainly is a well-defined function) and we would like to be able to calculate its power series expansion by formal long division. This is what the next result tells us:

**Proposition 10.3**

Let \( f \) and \( g \) be real analytic functions, both of which are defined on an open interval \( I \). Assume that \( g \) does not vanish on \( I \). Then the function

\[
h(x) = \frac{f(x)}{g(x)}
\]

is real analytic on \( I \). Moreover, if \( I \) is centered at the point \( c \) and if

\[
f(x) = \sum_{j=0}^{\infty} a_j (x - c)^j \quad \text{and} \quad g(x) = \sum_{j=0}^{\infty} b_j (x - c)^j,
\]

then the power series expansion of \( h \) about \( c \) may be obtained by formal long division of the latter series into the former. That is, the zeroth coefficient \( c_0 \) of \( h \) is

\[
c_0 = \frac{a_0}{b_0},
\]

the order one coefficient \( c_1 \) is

\[
c_1 = \frac{1}{b_0} \left( a_1 - \frac{a_0 b_1}{b_0} \right),
\]

etc.

**Proof:** If we can show that the power series

\[
\sum_{j=0}^{\infty} c_j (x - c)^j
\]

converges on \( I \) then the result on multiplication of series in Proposition 10.2 yields this new result. There is no loss of generality in assuming that \( c = 0 \). Assume for the moment that \( b_1 \neq 0 \).

Notice that one may check inductively that, for \( j \geq 1 \),

\[
c_j = \frac{1}{b_0} (a_j - b_1 \cdot c_{j-1}). \quad (\star)
\]

Without loss of generality, we may scale the \( a_j \)s and the \( b_j \)s and assume that the radius of \( I \) is \( 1 + \epsilon \), some \( \epsilon > 0 \). Then we see from the last displayed formula that

\[
|c_j| \leq C \cdot (|a_j| + |c_{j-1}|),
\]

However, if we can show that the power series

\[
\sum_{j=0}^{\infty} c_j (x - c)^j
\]

converges on \( I \) then the result on multiplication of series in Proposition 10.2 yields this new result. There is no loss of generality in assuming that \( c = 0 \). Assume for the moment that \( b_1 \neq 0 \).

Notice that one may check inductively that, for \( j \geq 1 \),

\[
c_j = \frac{1}{b_0} (a_j - b_1 \cdot c_{j-1}). \quad (\star)
\]

Without loss of generality, we may scale the \( a_j \)s and the \( b_j \)s and assume that the radius of \( I \) is \( 1 + \epsilon \), some \( \epsilon > 0 \). Then we see from the last displayed formula that

\[
|c_j| \leq C \cdot (|a_j| + |c_{j-1}|),
\]
where \( C = \max\{|1/b_0|, |b_1/b_0|\} \). It follows that

\[
|c_j| \leq C' \cdot \left(1 + |a_j| + |a_{j-1}| + \cdots + |a_0|\right).
\]

Since the radius of \( I \) exceeds 1, \( \sum |a_j| < \infty \) and we see that the \( |c_j| \) are bounded. Hence the power series with coefficients \( c_j \) has radius of convergence 1.

In case \( b_1 = 0 \) then the role of \( b_1 \) is played by the first nonvanishing \( b_m, m > 1 \). Then a new version of formula (*) is obtained and the argument proceeds as before.

In practice it is often useful to calculate \( f/g \) by expanding \( g \) in a "geometric series." To illustrate this idea, we assume for simplicity that \( f \) and \( g \) are real analytic in a neighborhood of 0. Then

\[
\frac{f(x)}{g(x)} = f(x) \cdot \frac{1}{g(x)}
\]

\[
= f(x) \cdot \frac{1}{b_0 + b_1 x + \cdots}
\]

\[
= f(x) \cdot \frac{1}{b_0} \cdot \frac{1}{1 + (b_1/b_0)x + \cdots}.
\]

Now we use the fact that, for \( \beta \) small,

\[
\frac{1}{1 - \beta} = 1 + \beta + \beta^2 + \cdots.
\]

Setting \( \beta = -(b_1/b_0)x - (b_2/b_0)x^2 - \cdots \) and substituting the resulting expansion into our expression for \( f(x)/g(x) \) then yields a formula that can be multiplied out to give a power series expansion for \( f(x)/g(x) \). We explore this technique in the exercises.

### 10.2 More on Power Series: Convergence Issues

We now introduce the Hadamard formula for the radius of convergence of a power series.

**Lemma 10.1**

For the power series

\[
\sum_{j=0}^{\infty} a_j (x - c)^j
\]

define \( A \) and \( \rho \) by

\[
A = \limsup_{n \to \infty} |a_n|^{1/n},
\]

\[
\rho = \sum_{j=0}^{\infty} |a_j|. \tag{10.1}
\]
10.2 More on Power Series: Convergence Issues

\[ \rho = \begin{cases} 
0 & \text{if } A = \infty, \\
1/A & \text{if } 0 < A < \infty, \\
\infty & \text{if } A = 0,
\end{cases} \]

then \( \rho \) is the radius of convergence of the power series about \( c \).

**Proof:** Observing that

\[ \limsup_{n \to \infty} |a_n(x - c)^n|^{1/n} = A|x - c|, \]

we see that the lemma is an immediate consequence of the Root Test. \( \square \)

**Corollary 10.1**

The power series

\[ \sum_{j=0}^{\infty} a_j (x - c)^j \]

has radius of convergence \( \rho \) if and only if, when \( 0 < R < \rho \), there exists a constant \( 0 < C = C_R \) such that

\[ |a_n| \leq \frac{C}{R^n}. \]

From the power series

\[ \sum_{j=0}^{\infty} a_j (x - c)^j \]

it is natural to create the derived series

\[ \sum_{j=1}^{\infty} ja_j (x - c)^j \]

using term-by-term differentiation.

**Proposition 10.4**

The radius of convergence of the derived series is the same as the radius of convergence of the original power series.

**Proof:** We observe that

\[ \limsup_{n \to \infty} |na_n|^{1/n} = \lim_{n \to \infty} n^{-1/n} \limsup_{n \to \infty} |na_n|^{1/n} \]

\[ = \limsup_{n \to \infty} |a_n|^{1/n} \]
So the result follows from the Hadamard formula.

**Proposition 10.5**

Let $f$ be a real analytic function defined on an open interval $I$. Then $f$ is continuous and has continuous, real analytic derivatives of all orders. In fact the derivatives of $f$ are obtained by differentiating its series representation term by term.

**Proof:** Since, for each $c \in I$, the function $f$ may be represented by a convergent power series with positive radius of convergence, we see that, in a sufficiently small open interval about each $c \in I$, the function $f$ is the uniform limit of a sequence of continuous functions: the partial sums of the power series representing $f$. It follows that $f$ is continuous at $c$. Since the radius of convergence of the derived series is the same as that of the original series, it also follows that the derivatives of the partial sums converge uniformly on an open interval about $c$ to a continuous function. It then follows from Theorem 9.4 that $f$ is differentiable and its derivative is the function defined by the derived series. By induction, $f$ has continuous derivatives of all orders at $c$.

We can now show that a real analytic function has a unique power series representation at any point.

**Corollary 10.2**

If the function $f$ is represented by a convergent power series on an interval of positive radius centered at $c$,

$$f(x) = \sum_{j=0}^{\infty} a_j (x - c)^j,$$

then the coefficients of the power series are related to the derivatives of the function by

$$a_j = \frac{f^{(j)}(c)}{j!}.$$

**Proof:** This follows readily by differentiating both sides of the above equation $n$ times, as we may by the proposition, and evaluating at $x = c$.

Finally, we note that integration of power series is as well-behaved as differentiation.
Proposition 10.6

The power series
\[ \sum_{j=0}^{\infty} a_j (x - c)^j \]
and the series
\[ \sum_{j=0}^{\infty} \frac{a_j}{j+1} (x - c)^{j+1} \]
obtained from term by term integration have the same radius of convergence, and the function \( F \) defined by
\[ F(x) = \sum_{j=0}^{\infty} \frac{a_j}{j+1} (x - c)^{j+1} \]
on the common interval of convergence satisfies
\[ F'(x) = \sum_{j=0}^{\infty} a_j (x - c)^j = f(x). \]

Proof: The proof is left to the exercises. \( \square \)

It is sometimes convenient to allow the variable in a power series to be a complex number. In this case we write
\[ \sum_{j=0}^{\infty} a_j (z - c)^j, \]
where \( z \) is the complex argument. We now allow \( c \) and the \( a_j \)s to be complex numbers as well. Noting that the elementary facts about series hold for complex series as well as real series (you should check this for yourself), we see that the arguments of this section show that the domain of convergence of a complex power series is a disc in the complex plane with radius \( p \) given as follows:
\[ A = \limsup_{n \to \infty} |a_n|^{1/n} \]
\[ \rho = \begin{cases} 
0 & \text{if } A = \infty \\
1/A & \text{if } 0 < A < \infty \\
\infty & \text{if } A = 0.
\end{cases} \]
The proofs in this section apply to show that convergent complex power series may be added, subtracted, multiplied, and divided (provided that
we do not divide by zero) on their common domains of convergence. They may also be differentiated and integrated term by term.

These observations about complex power series will be useful in the next section.

We conclude this section with a consideration of Taylor series:

**Theorem 10.1** [Taylor’s Expansion]

For \( k \) a nonnegative integer let \( f \) be a \( k + 1 \) times continuously differentiable function on an open interval \( I = (a - \epsilon, a + \epsilon) \). Then, for \( x \in I \),

\[
f(x) = \sum_{j=0}^{k} f^{(j)}(a) \frac{(x-a)^j}{j!} + R_{k,a}(x),
\]

where

\[
R_{k,a}(x) = \int_{a}^{x} f^{(k+1)}(t) \frac{(x-t)^k}{k!} \, dt.
\]

**Proof:** We apply integration by parts to the Fundamental Theorem of Calculus to obtain

\[
f(x) = f(a) + \int_{a}^{x} f'(t) \, dt = f(a) + \left( f'(t) \frac{(t-x)}{1!} \right) \bigg|_{a}^{x} - \int_{a}^{x} f''(t) \frac{(t-x)}{1!} \, dt + \int_{a}^{x} f'''(t) \frac{x-t}{1!} \, dt.
\]

Notice that, when we performed the integration by parts, we used \( t - x \) as an antiderivative for \( dt \). This is of course legitimate, as a glance at the integration by parts theorem reveals. We have proved the theorem for the case \( k = 1 \). The result for higher \( k \) is obtained inductively by repeated integrations by parts.

Taylor’s theorem allows us to associate with any infinitely differentiable function a formal expansion of the form

\[
\sum_{j=0}^{\infty} a_j (x-a)^j.
\]

However, there is no guarantee that this series will converge; even if it does converge, it may not converge back to \( f(x) \). An important example to keep in mind is the function

\[
h(x) = \begin{cases} 
0 & \text{if } x = 0 \\
e^{-1/x^2} & \text{if } x \neq 0.
\end{cases}
\]
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This function is infinitely differentiable at every point of the real line (including 0). However, all of its derivatives at \( x = 0 \) are equal to zero (this matter will be treated in the exercises). Therefore the formal Taylor series expansion of \( h \) about \( a = 0 \) is

\[
\sum_{j=0}^{\infty} 0 \cdot (x - 0)^j = 0.
\]

We see that the formal Taylor series expansion for \( h \) converges to the zero function at every \( x \), but not to the original function \( h \) itself.

In fact the theorem tells us that the Taylor expansion of a function \( f \) converges to \( f \) at a point \( x \) if and only if \( R_{k,a}(x) \to 0 \). In the exercises we shall explore the following more quantitative assertion:

An infinitely differentiable function \( f \) on an interval \( I \) has Taylor series expansion about \( a \in I \) that converges back to \( f \) on a neighborhood \( J \) of \( a \) if and only if there are positive constants \( C, R \) such that for every \( x \in J \) and every \( k \) it holds that

\[
\left| f^{(k)}(x) \right| \leq C \cdot \frac{k!}{R^k}.
\]

The function \( h \) considered above should not be thought of as an isolated exception. For instance, we know from calculus that the function \( f(x) = \sin x \) has Taylor expansion that converges to \( f \) at every \( x \). But then for \( \epsilon \) small the function \( g_\epsilon(x) = f(x) + \epsilon \cdot h(x) \) has Taylor series that does not converge back to \( g_\epsilon(x) \) for \( x \neq 0 \). Similar examples may be generated by using other real analytic functions in place of sine.

10.3 The Exponential and Trigonometric Functions

We begin by defining the exponential function:

Definition 10.2 The power series

\[
\sum_{j=0}^{\infty} \frac{z^j}{j!}
\]

converges, by the Ratio Test, for every complex value of \( z \). The function defined thereby is called the exponential function and is written \( \exp(z) \).

Proposition 10.7 The function \( \exp(z) \) satisfies

\[
\exp(a + b) = \exp(a) \cdot \exp(b)
\]
for any complex numbers $a$ and $b$.

**Proof:** We write the right-hand side as

$$\sum_{j=0}^{\infty} \frac{a^j}{j!} \sum_{j=0}^{\infty} \frac{b^j}{j!}.$$  

Now convergent power series may be multiplied term by term. We find that the last line equals

$$\sum_{j=0}^{\infty} \left( \sum_{\ell=0}^{j} \frac{a^{(j-\ell)}}{(j-\ell)!} \cdot \frac{b^{\ell}}{\ell!} \right).$$  

However, the inner sum on the right side of this equation may be written as

$$\frac{1}{j!} \sum_{\ell=0}^{j} \frac{j!}{\ell!(j-\ell)!} a^{j-\ell} b^{\ell} = \frac{1}{j!} (a + b)^j.$$  

It follows that line (*) equals $\exp(a + b)$.

We set $e = \exp(1)$. This is consistent with our earlier treatment of the number $e$ in Section 4.4. The proposition tells us that, for any positive integer $k$, we have

$$e^k = e \cdot e \cdots e = \exp(1) \cdot \exp(1) \cdots \exp(1) = \exp(k).$$  

If $m$ is another positive integer then

$$(\exp(k/m))^m = \exp(k) = e^k.$$  

whence

$$\exp(k/m) = e^{k/m}.$$  

We may extend this formula to *negative* rational exponents by using the fact that $\exp(a) \cdot \exp(-a) = 1$. Thus, for any rational number $q$,

$$\exp(q) = e^q.$$  

Now note that the function $\exp$ is monotone increasing and continuous. It follows (this fact is treated in the exercises) that if we set, for any $r \in \mathbb{R}$,

$$e^r = \sup\{q \in \mathbb{Q} : q < r\}$$  

(this is a *definition* of the expression $e^r$) then $e^x = \exp(x)$ for every real $x$. [You may find it useful to review the discussion of exponentiation in Section 3.4; the presentation here parallels that one.] We will adhere
to custom and write $e^x$ instead of $\exp(x)$ when the argument of the function is real.

**Proposition 10.8**
The exponential function $e^x$ satisfies

(a) $e^x > 0$ for all $x$;

(b) $e^0 = 1$;

(c) $(e^x)' = e^x$;

(d) $e^x$ is strictly increasing;

(e) the graph of $e^x$ is asymptotic to the negative $x$-axis

(f) for each integer $N > 0$ there is a number $c_N$ such that $e^x > c_N \cdot x^N$ when $x > 0$.

**Proof:** The first three statements are obvious from the power series expansion for the exponential function.

If $s < t$ then the Mean Value Theorem tells us that there is a number $\xi$ between $s$ and $t$ such that

$$e^t - e^s = (t - s) \cdot e^\xi > 0;$$

hence the exponential function is strictly increasing.

By inspecting the power series we see that $e^x > 1 + x$ hence $e^x$ increases to $+\infty$. Since $e^x \cdot e^{-x} = 1$ we conclude that $e^{-x}$ tends to 0 as $x \to +\infty$. Thus the graph of the exponential function is asymptotic to the negative $x$-axis.

Finally, by inspecting the power series for $e^x$, we see that the last assertion is true with $c_N = 1/N!$.

Now we turn to the trigonometric functions. The definition of the trigonometric functions that is found in calculus texts is unsatisfactory because it relies too heavily on a picture and because the continual need to subtract off superfluous multiples of $2\pi$ is clumsy. We have nevertheless used the trigonometric functions in earlier chapters to illustrate various concepts. It is time now to give a rigorous definition of the trigonometric functions that is independent of these earlier considerations.

**Definition 10.3** The power series

$$\sum_{j=0}^{\infty} (-1)^j \frac{x^{2j+1}}{(2j + 1)!}$$
converges at every point of the real line (by the Ratio Test). The function that it defines is called the sine function and is usually written \( \sin x \).

The power series
\[
\sum_{j=0}^{\infty} \frac{(-1)^j x^{2j}}{(2j)!}
\]
converges at every point of the real line (by the Ratio Test). The function that it defines is called the cosine function and is usually written \( \cos x \).

You may recall that the power series that we use to define the sine and cosine functions are precisely the Taylor series expansions for the functions sine and cosine that were derived in your calculus text. But now we begin with the power series and must derive the properties of sine and cosine that we need from these series.

In fact the most convenient way to achieve this goal is to proceed by way of the exponential function. [The point here is mainly one of convenience. It can be verified by direct manipulation of the power series that \( \sin^2 x + \cos^2 x = 1 \) and so forth but the algebra is extremely unpleasant.] The formula in the next proposition is usually credited to Euler.

**Proposition 10.9**

The exponential function and the functions sine and cosine are related by the formula (for \( x \) and \( y \) real and \( i^2 = -1 \))

\[
\exp(x + iy) = e^x \cdot (\cos y + i \sin y) .
\]

**Proof:** We shall verify the case \( x = 0 \) and leave the general case for the reader.

Thus we are to prove that

\[
e^{iy} = \cos y + i \sin y .
\]

Writing out the power series for the exponential, we find that the left-hand side of (*) is

\[
\sum_{j=0}^{\infty} \frac{(iy)^j}{j!}
\]

and this equals

\[
\left[ 1 - \frac{y^2}{2!} + \frac{y^4}{4!} - + \cdots \right] + i \left[ \frac{y}{1!} - \frac{y^3}{3!} + \frac{y^5}{5!} - + \cdots \right] .
\]

Of course the two series on the right are the familiar power series for cosine and sine. Thus

\[
e^{iy} = \cos y + i \sin y ,
\]
as desired.

In what follows, we think of the formula \((*)\) as defining what we mean by \(e^{iy}\). As a result,

\[
e^{x+iy} = e^x \cdot e^{iy} = e^x \cdot (\cos y + i \sin y).
\]

Notice that \(e^{-iy} = \cos(-y) + i \sin(-y) = \cos y - i \sin y\) (we know that the sine function is odd and the cosine function even from their power series expansions). Then formula \((*)\) tells us that

\[
\cos y = \frac{e^{iy} + e^{-iy}}{2}
\]

and

\[
\sin y = \frac{e^{iy} - e^{-iy}}{2i}.
\]

Now we may prove:

**Proposition 10.10**

For every real \(x\) it holds that

\[
\sin^2 x + \cos^2 x = 1.
\]

**Proof:** Simply substitute into the left side the formulas for the sine and cosine functions which were displayed before the proposition, then simplify the result. \(\square\)

We list several other properties of the sine and cosine functions that may be proved by similar methods. The proofs are requested of you in the exercises.

**Proposition 10.11**

The functions sine and cosine have the following properties:

(a) \(\sin(s + t) = \sin s \cos t + \cos s \sin t;\)

(b) \(\cos(s + t) = \cos s \cos t - \sin s \sin t;\)

(c) \(\cos(2s) = \cos^2 s - \sin^2 s;\)

(d) \(\sin(2s) = 2 \sin s \cos s;\)

(e) \(\sin(-s) = -\sin s;\)

(f) \(\cos(-s) = \cos s;\)
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\( \text{(g)} \quad \sin'(s) = \cos s; \)

\( \text{(h)} \quad \cos'(s) = -\sin s. \)

One important task to be performed in a course on the foundations of analysis is to define the number \( \pi \) and establish its basic properties. In a course on Euclidean geometry, the constant \( \pi \) is defined to be the ratio of the circumference of a circle to its diameter. Such a definition is not useful for our purposes (however it is consistent with the definition about to be given here).

Observe that \( \cos 0 \) is the real part of \( e^{i0} \) which is 1. Thus if we set

\[ \alpha = \inf \{ x > 0 : \cos x = 0 \} \]

then \( \alpha > 0 \) and, by the continuity of the cosine function, \( \cos \alpha = 0 \). We define \( \pi = 2\alpha \).

Applying Proposition 10.10 to the number \( \alpha \) yields that \( \sin \alpha = \pm 1 \). Since \( \alpha \) is the first zero of cosine on the right half line, the cosine function must be positive on \( (0, \alpha) \). But cosine is the derivative of sine. Thus the sine function is increasing on \( (0, \alpha) \). Since \( \sin 0 = 0 \), we conclude that \( \sin \alpha > 0 \) hence that \( \sin \alpha = +1 \).

Now we may apply parts (c) and (d) of Proposition 10.11 with \( s = \alpha \) to conclude that \( \sin \pi = 0 \) and \( \cos \pi = -1 \). A similar calculation with \( s = \pi \) shows that \( \sin 2\pi = 0 \) and \( \cos 2\pi = 1 \). Next we may use parts (a) and (b) of Proposition 10.11 to calculate that \( \sin(x + 2\pi) = \sin x \) and \( \cos(x + 2\pi) = \cos x \) for all \( x \). In other words, the sine and cosine functions are \( 2\pi \)-periodic.

The business of calculating a decimal expansion for \( \pi \) would take us far afield. One approach would be to utilize the already-noted fact that the sine function is strictly increasing on the interval \( [0, \pi/2] \) hence its inverse function

\[ \text{Sin}^{-1} : [0, 1] \to [0, \pi/2] \]

is well defined. Then one can determine (see Chapter 7) that

\[ (\text{Sin}^{-1})'(x) = \frac{1}{\sqrt{1-x^2}}. \]

By the Fundamental Theorem of Calculus,

\[ \frac{\pi}{4} = \text{Sin}^{-1}(1) = \int_0^1 \frac{1}{\sqrt{1-x^2}} \, dx. \]

By approximating the integral by its Riemann sums, one obtains an approximation to \( \pi/4 \) and hence to \( \pi \) itself. This approach will be explored in more detail in the exercises.
Let us for now observe that

\[ \cos 2 = 1 - \frac{2^2}{2!} + \frac{2^4}{4!} - \frac{2^6}{6!} + \cdots \]

\[ = 1 - 2 + \frac{16}{24} - \frac{64}{720} + \cdots . \]

Since the series defining \( \cos 2 \) is an alternating series with terms that strictly decrease to zero in magnitude, we may conclude (following reasoning from Chapter 4) that the last line is less than the sum of the first three terms:

\[ \cos 2 < -1 + \frac{2}{3} < 0. \]

It follows that \( \alpha = \pi/2 < 2 \) hence \( \pi < 4 \). A similar calculation of \( \cos(3/2) \) would allow us to conclude that \( \pi > 3 \).

10.4 Logarithms and Powers of Real Numbers

Since the exponential function \( \exp(x) = e^x \) is positive and strictly increasing it is a one-to-one function from \( \mathbb{R} \) to \( (0, \infty) \). Thus it has a well-defined inverse function that we call the natural logarithm. We write this function as \( \ln x \).

**Proposition 10.12**

The natural logarithm function has the following properties:

(a) \( (\ln x)' = 1/x; \)

(b) \( \ln x \) is strictly increasing;

(c) \( \ln(1) = 0; \)

(d) \( \ln e = 1; \)

(e) the graph of the natural logarithm function is asymptotic to the negative y axis;

(f) \( \ln(s \cdot t) = \ln s + \ln t; \)

(g) \( \ln(s/t) = \ln s - \ln t. \)

**Proof:** These follow immediately from corresponding properties of the exponential function. For example, to verify part (f), set \( s = e^x \) and
$t = e^r$. Then

\[
\ln(s \cdot t) = \ln(e^\sigma \cdot e^r) \\
= \ln(e^{\sigma+r}) \\
= \sigma + r \\
= \ln s + \ln t.
\]

The other parts of the proposition are proved similarly. \hfill \Box

**Proposition 10.13**

If $a$ and $b$ are positive real numbers then

\[a^b = e^{b \ln a}.
\]

**Proof:** When $b$ is an integer then the formula may be verified directly using Proposition 10.12, part (f). For $b = m/n$ a rational number the formula follows by our usual trick of passing to $n^{th}$ roots. For arbitrary $b$ we use a limiting argument as in our discussions of exponentials in Sections 3.3 and 10.3.

**REMARK 10.2** We have discussed several different approaches to the exponentiation process. We proved the existence of $n^{th}$ roots, $n \in \mathbb{N}$, as an illustration of the completeness of the real numbers (by taking the supremum of a certain set). We treated rational exponents by composing the usual arithmetic process of taking $m^{th}$ powers with the process of taking $n^{th}$ roots. Then, in Sections 3.4 and 10.3, we passed to arbitrary powers by way of a limiting process.

Proposition 10.13 gives us a unified and direct way to treat all exponentials at once. This unified approach will prove (see the next proposition) to be particularly advantageous when we wish to perform calculus operations on exponential functions.

**Proposition 10.14**

Fix $a > 0$. The function $f(x) = a^x$ has the following properties:

(a) $$(a^x)' = a^x \cdot \ln a;$$

(b) $f(0) = 1;$

(c) if $0 < a < 1$ then $f$ is decreasing and the graph of $f$ is asymptotic to the positive $x$-axis;
(d) if $1 < a$ then $f$ is increasing and the graph of $f$ is asymptotic to the negative $x$–axis.

**Proof:** These properties follow immediately from corresponding properties of the function $\exp$. □

The logarithm function arises, among other places, in the context of probability and in the study of entropy. The reason is that the logarithm function is uniquely determined by the way that it interacts with the operation of multiplication:

**Theorem 10.2**

Let $\phi(x)$ be a continuously differentiable function with domain the positive reals and which satisfies the identity

\[ \phi(s \cdot t) = \phi(s) + \phi(t) \]

for all positive $s$ and $t$. Then there is a constant $C > 0$ such that

\[ f(x) = C \cdot \ln x \]

for all $x$.

**Proof:** Differentiate the equation (*) with respect to $s$ to obtain

\[ t \cdot \phi'(s \cdot t) = \phi'(s). \]

Now fix $s$ and set $t = 1/s$ to conclude that

\[ \phi'(s) = \phi'(1) \cdot \frac{1}{s}. \]

We take the constant $C$ to be $\phi'(1)$ and apply Proposition 10.12(a) to conclude that $\phi(s) = C \cdot \ln s + D$ for some constant $D$. But $\phi$ cannot satisfy (*) unless $D = 0$, so the theorem is proved. □

Observe that the natural logarithm function is then the unique continuously differentiable function that satisfies the condition (*) and whose derivative at 1 equals 1. That is the reason that the natural logarithm function (rather than the common logarithm, or logarithm to the base ten) is singled out as the focus of our considerations in this section.
10.5 The Gamma Function and Stirling’s Formula

**Definition 10.4** For \( x > 0 \) we define the function

\[
\Gamma(x) = \int_0^\infty e^{-t} t^{x-1} \, dt.
\]

Notice that, by Proposition 10.8(f), the integrand for fixed \( x \) is majorized by the function

\[
f(t) = \begin{cases} 
  t^{x-1} & \text{if } 0 < t \leq 1 \\
  (c_N)^{-1} t^{x-N-1} & \text{if } 1 < t < \infty.
\end{cases}
\]

We choose \( N \) so large that \( x - N - 1 < -2 \). Then the function \( f \) is clearly integrable. By Theorem 8.4(ii), we conclude that the integral defining \( \Gamma \) converges.

**Proposition 10.15**
For \( x > 0 \) we have

\[
\Gamma(x + 1) = x \cdot \Gamma(x).
\]

**Proof:** We integrate by parts:

\[
\Gamma(x + 1) = \int_0^\infty e^{-t} \cdot t^x \, dt
\]

\[
= \lim_{R \to +\infty} \int_0^R e^{-t} \cdot t^x \, dt
\]

\[
= \lim_{R \to +\infty} \left( -e^{-t} \cdot t^x \bigg|_0^R + \int_0^R e^{-t} \cdot x \cdot t^{x-1} \, dt \right)
\]

\[
= 0 + x \cdot \Gamma(x).
\]

**Corollary 10.3**
For \( n = 1, 2, \ldots \) we have \( \Gamma(n + 1) = n! \).

**Proof:** An easy calculation shows that \( \Gamma(1) = 1 \). With induction the proposition then implies the result.

The corollary shows that the gamma function \( \Gamma \) is an extension of the factorial function from the positive integers to the positive real
numbers. One of the exercises at the end of the Chapter will ask you to verify that the gamma function is real analytic on its domain.

**Theorem 10.3 [Stirling’s Formula]**

The limit
\[
\lim_{n \to \infty} \left\{ \frac{n!}{\sqrt{2\pi} e^{-n} n^{n+1/2}} \right\}
\]
exists and equals 1. In particular, the value of \( n! \) is asymptotically equal to
\[
\frac{\sqrt{2\pi} n^{n+1/2}}{e^n}
\]
as \( n \) becomes large.

**REMARK 10.3** Stirling’s formula is important in calculating limits, because without the formula it is difficult to estimate the size of \( n! \) for large \( n \). In this capacity, it plays an important role in probability theory, for instance, when one is examining the probable outcome of an event after a very large number of trials.

We present a particularly brief proof of Stirling’s formula using the gamma function. There are a number of other proofs, some of which use complex analysis and some of which use direct estimation.

**Proof of Stirling’s Formula:** Fix \( x > 0 \). Perform the change of variable \( t = x + s \sqrt{2} \) in the equation
\[
\Gamma(x + 1) = \int_0^\infty e^{-t} t^x \, dt
\]
to obtain
\[
\Gamma(x + 1) = \sqrt{2} x^{x+1/2} e^{-x} \int_{-\sqrt{x}/2}^{\infty} e^{-s \sqrt{2} x} \left( 1 + s \sqrt{2/x} \right)^x \, ds.
\]

We rewrite the integrand as
\[
e^{-s^2 \left( \frac{2}{\sqrt{x}} \right)} \cdot \left( s \cdot \sqrt{\frac{2}{x}} \right) \cdot e^{x \cdot \ln \left( 1 + s \sqrt{\frac{2}{x}} \right)}
= e^{-s^2 \left( \frac{2}{\sqrt{x}} \right)} \cdot \left( s \sqrt{\frac{2}{x}} - \ln \left( 1 + s \sqrt{\frac{2}{x}} \right) \right)
= e^{-s^2 q\left( s \sqrt{\frac{2}{x}} \right)}
\]
where \( q \) is defined by the equation
\[
q(u) = \frac{2}{u^2} \cdot \left[ u - \ln(1 + u) \right], \quad u > 0.
\]
By l'Hôpital's Rule, \( q(u) \to 1 \) as \( u \to 0^+ \). As \( x \to +\infty \), the domain of integration \( [-\sqrt{x/2}, \infty) \) expands to \( (-\infty, \infty) \); the integrand tends, uniformly on compact sets of \( s \), to \( e^{-s^2} \) (because the argument of \( q \) tends to 0). It follows (details are explored in the exercises) that

\[
\frac{\Gamma(x + 1)}{\sqrt{2\pi x^{x+1/2}e^{-x}}} \to \int_{-\infty}^{\infty} e^{-s^2} \, ds.
\]

Thus our theorem is proved if we can evaluate the integral.

Set \( S = \int_{-\infty}^{\infty} e^{-s^2} \, ds \). Then

\[
S \cdot S = \int_{-\infty}^{\infty} e^{-x^2} \, dx \cdot \int_{-\infty}^{\infty} e^{-y^2} \, dy = \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} e^{-(x^2+y^2)} \, dx \, dy.
\]

We introduce polar coordinates into this two dimensional integral:

\[
S^2 = \int_0^{2\pi} \int_0^{\infty} e^{-r^2} \, r \, dr \, d\theta = \pi \int_0^{\infty} e^{-r^2} \, 2r \, dr = \lim_{N \to \infty} -\pi e^{-r^2} \bigg|_0^N = \pi.
\]

It follows that \( S = \sqrt{\pi} \) and we are done. \( \square \)

**Corollary 10.4**

We have \( \Gamma(1/2) = \sqrt{\pi} \).

**Proof:** Perform the change of variable \( t = s^2 \) in the integral defining \( \Gamma(1/2) \). Then use the calculation of \( S \) in the proof of Stirling's formula. \( \square \)

**Exercises**

1. Prove Proposition 10.9.

2. Provide the details of the assertion preceding Proposition 10.8 to the effect that if we define, for any real \( R \),

\[
e^r = \sup\{q \in \mathbb{Q} : q < r\},
\]

then \( e^x = \exp(x) \) for every real \( x \).
3. Give another proof for the formula for $D_N(t)$ by completing the following outline:

(a) $D_N(t) = \sum_{n=-N}^{N} e^{int}$;
(b) $(e^{it} - 1) \cdot D_N(t) = e^{i(N+1)t} - e^{-iNt}$;
(c) Multiply both sides of the last equation by $e^{-it/2}$.
(d) Conclude that $D_N(t) = \frac{\sin(N+\frac{1}{2})t}{\sin(t/2)}$.

4. Assume that a power series converges at one of the endpoints of its interval of convergence. Use summation by parts to prove that the function defined by the power series is continuous on the closed interval including that endpoint.

* 5. The function defined by a power series may extend continuously to an endpoint of the interval of convergence without the series converging at that endpoint. Give an example.

6. Prove Proposition 10.14 by following the hint provided.

7. Let $f$ be an infinitely differentiable function on an interval $I$. If $a \in I$ and there are positive constants $C, R$ such that for every $x$ in a neighborhood of $a$ and every $k$ it holds that

$$|f^{(k)}(x)| \leq C \cdot \frac{k!}{R^k},$$

then prove that the Taylor series of $f$ about $a$ converges to $f(x)$. (Hint: Estimate the error term.)

8. Let $f$ be an infinitely differentiable function on an open interval $I$ centered at $a$. Assume that the Taylor expansion of $f$ about $a$ converges to $f$ at every point of $I$. Prove that there are constants $C, R$ and a (possibly smaller) interval $J$ centered at $a$ such that, for each $x \in J$, it holds that

$$|f^{(k)}(x)| \leq C \cdot \frac{k!}{R^k}.$$

* 9. Prove that the composition of two real analytic functions, when the composition makes sense, is also real analytic.

10. Prove that

$$\sin^2 x + \cos^2 x = 1$$

directly from the power series expansions.

11. Prove the equality $(\sin^{-1})' = 1/\sqrt{1-x^2}$. 
12. In analyzing the integral representation of \( \Gamma(x + 1) \) in the proof of Stirling's formula we might have reasoned as follows: the integrand may be rewritten as

\[
e^{-s\sqrt{2x}} \left( 1 + s\sqrt{\frac{2}{x}} \right)^x =
\]

\[
e^{-s\sqrt{2x}} \left[ \left\{ \left( 1 + \frac{s\sqrt{2}}{\sqrt{x}} \right)^{\sqrt{x}} \right\}^{\sqrt{x}} \right].
\]

As \( x \to +\infty \) the expression in \{ \} tends to \( e^{s\sqrt{2}} \) hence the expression in \[ \] tends to \( e^{s\sqrt{2x}} \). It follows that the entire integrand converges to 1. **What is wrong with this argument?**

13. Use one of the methods described at the end of Section 3 to calculate \( \pi \) to two decimal places.


16. Prove that condition \((*)\) of Theorem 10.2 implies that \( \phi(1) = 0 \). Assume that \( \phi \) is differentiable at \( x = 1 \) but make no other hypothesis about the smoothness of \( \phi \). Prove that condition \((*)\) then implies that \( \phi \) is differentiable at every \( x > 0 \).

17. Prove that if \( f^2 \) is integrable on \([0, 2\pi]\) then

\[
\sum_{n = -\infty}^{\infty} |\hat{f}(n)|^2
\]

is convergent.

18. If \( f \) is continuously differentiable on the interval \([0, 2\pi]\) and if \( f'(0) = f'(2\pi) \) then prove that there is a constant \( C > 0 \) such that \( |\hat{f}(n)| \leq C/|n| \). (Hint: Integrate by parts.)

19. Show that the hypothesis of Theorem 10.2 may be replaced with \( f \in \text{Lip}_\alpha([0, 2\pi]) \), some \( \alpha > 0 \).

20. If \( f \) is integrable on the interval \([0, 2\pi]\) and if \( N \) is a nonnegative integer then define

\[
\sigma_N f(x) = \frac{1}{N + 1} \sum_{n=0}^{N} S_N(x).
\]
This is called the $N^{th}$ Cesaro mean for the Fourier series of $f$. Prove that

$$
s_N f(x) = \frac{1}{2\pi} \int_0^{2\pi} K_N(x-t) f(t) \, dt,
$$

where

$$K_N(x-t) = \frac{1}{N+1} \left\{ \frac{\sin \frac{N+1}{2}(x-t)}{\sin \frac{1}{2}t} \right\}^2.
$$

21. Refer to Exercise 20 for notation. Prove that if $\delta > 0$ then

$$\lim_{N \to \infty} K_N(t) = 0$$

with the limit being uniform for all $|t| \geq \delta$.

22. Refer to Exercise 20 for notation. Prove that

$$\frac{1}{2\pi} \int_0^{2\pi} |K_N(t)| \, dt = 1.
$$

* 23. Use the results of the preceding three exercises to prove that if $f$ is continuous on $[0, 2\pi]$ and $f(0) = f(2\pi)$ then $\sigma_N f(x) \to f(x)$ uniformly on $[0, 2\pi]$. (Hint: Let $\epsilon > 0$. Choose $\delta > 0$ such that $|s-t| < \delta$ implies that $|f(s) - f(t)| < \epsilon$. Now divide the integral into the set where $|t| < \delta$ and the set where $|t| > \delta$ and imitate the proof of the Weierstrass Approximation Theorem.

24. If $p(x) = \sum_{n=-N}^{N} a_n e^{in \pi}$ then calculate

$$\frac{1}{2\pi} \int_0^{2\pi} |p(x)|^2 \, dx$$

explicitly in terms of the $a_n$s.

* 25. If $f$ is an integrable function on $[0, 2\pi]$ and $0 < r < 1$ then define

$$P_r f(x) = \frac{1}{2\pi} \int_0^{2\pi} P_r(x-t)(t) \, dt$$

where

$$P_r(x-t) = \frac{1-r^2}{1-2r \cos(x-t) + r^2}.
$$

Imitate your solution of Exercise 23 to prove that if $f$ is continuous on $[0, 2\pi]$ and $f(0) = f(2\pi)$ then $P_r f(x) \to f(x)$, uniformly in $x$, as $r \to 1^-$. 
26. Let \( f(x) = \sum_{j=0}^{\infty} a_j x^j \) be defined by a power series convergent on the interval \((-r, r)\) and let \( Z \) denote those points in the interval where \( f \) vanishes. Prove that if \( Z \) has an accumulation point in the interval then \( f \equiv 0 \). (Hint: If \( a \) is the accumulation point, expand \( f \) in a power series about \( a \). What is the first nonvanishing term in that expansion?)

27. Prove that if a function on an interval \( I \) has derivatives of all orders which are positive at every point of \( I \) then \( f \) is real analytic on \( I \).

28. Formulate and prove a convergence theorem for integrals that will justify the last step in the proof of Stirling's formula.

29. Verify that the function

\[
 f(x) = \begin{cases} 
 0 & \text{if } x = 0 \\
 e^{-1/x^2} & \text{if } x \neq 0 
\end{cases}
\]

is infinitely differentiable on all of \( \mathbb{R} \) and that \( f^{(k)}(0) = 0 \) for every \( k \).

30. Provide the details of the proof of Proposition 10.13.

31. Prove that \( \Gamma(x) \) is real analytic on the set \((0, \infty)\).

32. Complete the following outline of a proof of Ivan Niven (see [NIV]) that \( \pi \) is irrational:

(a) Define

\[
 f(x) = \frac{x^n(1-x)^n}{n!},
\]

where \( n \) is a positive integer to be selected later. For each \( 0 < x < 1 \) we have

\[
 0 < f(x) < \frac{1}{n!}.
\]

(b) For every positive integer \( j \) we have \( f^{(j)}(0) \) is an integer.

(c) \( f(1-x) = f(x) \) hence \( f^{(j)}(1) \) is an integer for every positive integer \( j \).

(d) Seeking a contradiction, assume that \( \pi \) is rational. Then \( \pi^2 \) is rational. Thus we may write \( \pi^2 = a/b \), where \( a, b \) are positive integers and the fraction is in lowest terms.

(e) Define

\[
 F(x) = b^n \left( \pi^{2n} f(x) - \pi^{2n-2} f^{(2)}(x) + \pi^{2n-4} f^{(4)}(x) \right)
\]
\[ -\cdots + (-1)^n f^{(2n)}(x) \].

Then \( F(0) \) and \( F(1) \) are integers.

(f) We have

\[
\frac{d}{dx} \left[ F'(x) \sin(\pi x) \right] - \pi F(x) \cos(\pi x)] = \pi^2 a^n f(x) \sin(\pi x).
\]

(g) We have

\[
\pi a^n \int_0^1 f(x) \sin(\pi x) \, dx = \left[ \frac{F'(x) \sin x}{\pi} - F(x) \cos \pi x \right]_0^1 = F(1) + F(0).
\]

(h) From this and (*) we conclude that

\[
0 < \pi a^n \int_0^1 f(x) \sin(\pi x) \, dx < \frac{\pi a^n}{n!} < 1.
\]

When \( n \) is sufficiently large this contradicts the fact that \( F(0) + F(1) \) is an integer.

33. Use the technique described at the end of Section 10.1 to calculate the first six terms of the power series expansion of \( \sin x/e^x \) about the origin.

34. Use the technique described at the end of Section 10.1 to calculate the first six terms of the power series expansion of \( \ln x / \sin x \) about \( c = \pi/2 \).
Chapter 11

Applications of Analysis to Differential Equations

Differential equations are the heart and soul of analysis. Virtually any law of physics or engineering or biology or chemistry can be expressed as a differential equation—and frequently as a first-order equation (i.e., an equation involving only first derivatives). Much of mathematical analysis has been developed in order to find techniques for solving differential equations.

Most introductory books on differential equations devote themselves to elementary techniques for finding solutions to a very limited selection of equations. In the present book we take a different point of view. We instead explore certain central and broadly applicable principles which apply to virtually any differential equation. These principles, in particular, illustrate some of the key ideas of the book.

11.1 Picard's Existence and Uniqueness Theorem

11.1.1 The Form of a Differential Equation

A fairly general first-order differential equation will have the form

\[ \frac{dy}{dx} = F(x, y). \] (*)

Here \( F \) is a continuously differentiable function on some domain \((a, b) \times (c, d)\). We think of \( y \) as the dependent variable (that is, the function that we seek) and \( x \) as the independent variable. For technical reasons, we assume that the function \( F \) is bounded,

\[ |F(x, y)| \leq M, \] (**) and in addition that \( F \) satisfies a *Lipschitz condition*:

\[ |F(x, s) - F(x, t)| \leq C \cdot |s - t|. \] (***)
[In many treatments it is standard to assume that $F$ is bounded and \( \partial F/\partial y \) is bounded. It is easy to see, using the mean value theorem, that these two conditions imply (**), (***)].

**Example 11.1**

Consider the equation

\[
\frac{dy}{dx} = x^2 \sin y - y \ln x.
\]

Then this equation fits the paradigm of equation (*) with $F(x, y) = x^2 \sin y - y \ln x$ provided that $1 \leq x \leq 2$ and $0 \leq y \leq 3$ (for instance).

In fact the most standard, and physically appealing, setup for a first-order equation such as (*) is to adjoin to it an initial condition. For us this condition will have the form

\[
y(x_0) = y_0.
\]

Thus the problem we wish to solve is (*) and (*) together.

Picard’s idea is to set up an iterative scheme for doing so. The most remarkable fact about Picard’s technique is that it always works: As long as $F$ satisfies the Lipschitz condition, then the problem will possess one and only one solution.

**11.1.2 Picard’s Iteration Technique**

While we will not actually give a complete proof that Picard’s technique works, we will set it up and indicate the sequence of functions it produces that converges uniformly to the solution of our problem.

Picard’s approach is inspired by the fact that the differential equation (*) and initial condition (*), taken together, are equivalent to the single integral equation

\[
y(x) = y_0 + \int_{x_0}^{x} F(t, y(t)) \, dt.
\]

We invite the reader to differentiate both sides of this equation, using the Fundamental Theorem of Calculus, to derive the original differential equation (*). Of course the initial condition (*) is built into (**). This integral equation inspires the iteration scheme that we now describe.

We assume that $x_0 \in (a, b)$ and that $y_0 \in (c, d)$. We set

\[
y_1(x) = y_0 + \int_{x_0}^{x} F(t, y_0) \, dt.
\]
For $x$ near to $x_0$, this definition makes sense. Now we define

$$y_2(x) = \int_{x_0}^{x} F(t, y_1(t)) \, dt$$

and, more generally,

$$y_{j+1}(x) = \int_{x_0}^{x} F(t, y_j(t)) \, dt.$$  \hfill (***)

It turns out that the sequence of functions $\{y_1, y_2, \ldots\}$ will converge uniformly on an interval of the form $(x_0 - h, x_0 + h) \subseteq (a, b)$.

11.1.3 Some Illustrative Examples

Picard's iteration method is best apprehended by way of some examples that show how the iterates arise and how they converge to a solution. We now proceed to develop such illustrations.

**Example 11.2**

Consider the initial value problem

$$y' = 2y, \quad y(0) = 1.$$  

Of course this could easily be solved by the method of first order linear equations, or by separation of variables (see [KRS] for a description of these methods). Our purpose here is to illustrate how the Picard method works.

First notice that the stated initial value problem is equivalent to the integral equation

$$y(x) = 1 + \int_{0}^{x} 2y(t) \, dt.$$  

Following the paradigm (***)}, we thus find that

$$y_{j+1}(x) = 1 + \int_{0}^{x} 2y_j(x) \, dx.$$  

Using $y_0(x) \equiv 1$, we then find that

$$y_1(x) = 1 + \int_{0}^{x} 2 \, dt = 1 + 2x,$$

$$y_2(x) = 1 + \int_{0}^{x} 2(1 + 2t) \, dt = 1 + 2x + 2x^2,$$

$$y_3(x) = 1 + \int_{0}^{x} 2(1 + 2t + 2t^2) \, dt = 1 + 2x + 2x^2 + \frac{4x^3}{3}. $$
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In general, we find that

$$y_j(x) = 1 + \frac{2x}{1!} + \frac{(2x)^2}{2!} + \frac{(2x)^3}{3!} + \cdots + \frac{(2x)^j}{j!} = \sum_{\ell=0}^{j} \frac{(2x)\ell}{\ell!}.$$  

It is plain that these are the partial sums for the power series expansion of $y = e^{2x}$. We conclude that the solution of our initial value problem is $y = e^{2x}$.

Example 11.3

Let us use Picard's method to solve the initial value problem

$$y' = 2x - y, \quad y(0) = 1.$$  

The equivalent integral equation is

$$y(x) = 1 + \int_{0}^{x} [2t - y(t)] \, dt$$

and (***), tells us that

$$y_{j+1}(x) = 1 + \int_{0}^{x} [2t - y_j(t)] \, dt.$$  

Taking $y_0(x) \equiv 1$, we then find that

$$y_1(x) = 1 + \int_{0}^{x} (2t - 1) \, dt = 1 + x^2 - x.$$  

$$y_2(x) = 1 + \int_{0}^{x} (2t - [1 + t^2 - t]) \, dt$$  

$$= 1 + \frac{3x^2}{2} - x - \frac{x^3}{3},$$  

$$y_3(x) = 1 + \int_{0}^{x} (2t - [1 + 3t^2/2 - t - t^3/3]) \, dt$$  

$$= 1 + \frac{3x^2}{2} - x - \frac{x^3}{2} + \frac{x^4}{4 \cdot 3},$$  

$$y_4(x) = 1 + \int_{0}^{x} (2t - [1 + 3t^2/2 - t - t^3/2 + t^4/4 \cdot 3]) \, dt$$  

$$= 1 + \frac{3x^2}{2} - x - \frac{x^3}{2} + \frac{x^4}{4 \cdot 2} - \frac{x^5}{5 \cdot 4 \cdot 3}.$$  

In general, we find that

$$y_j(x) = 1 + \frac{2x}{1!} + \frac{(2x)^2}{2!} + \frac{(2x)^3}{3!} + \cdots + \frac{(2x)^j}{j!} = \sum_{\ell=0}^{j} \frac{(2x)\ell}{\ell!}.$$
\[ y_j(x) = 1 - x + \frac{3x^2}{2!} - \frac{3x^3}{3!} + \frac{3x^4}{4!} - + \cdots \]
\[ + (-1)^j \frac{3x^j}{j!} + (-1)^{j+1} \frac{2x^{j+1}}{(j + 1)!} \]
\[ = \lfloor 2x - 2 \rfloor + 3 \cdot \sum_{t=0}^{j} (-1)^j \frac{x^j}{j!} + (-1)^{j+1} \frac{2x^{j+1}}{(j + 1)!}. \]

Of course the last term tends to 0 as \( j \to +\infty \). Thus we see that the iterates \( y_j(x) \) converge to the solution \( y(x) = \lfloor 2x - 2 \rfloor + 3e^{-x} \) for the initial value problem. \( \Box \)

### 11.1.4 Estimation of the Picard Iterates

To get an idea of why the assertion at the end of Subsection 11.1.2—that the functions \( y_j \) converge uniformly—is true, let us do some elementary estimations. Choose \( h > 0 \) so small that \( h \cdot C < 1 \), where \( C \) is the constant from the Lipschitz condition (**). We will assume in the following calculations that \( |x - x_0| < h \).

Now we proceed with the iteration. Let \( y_0(t) \) be identically equal to the initial value \( y_0 \). Then

\[ |y_0(t) - y_1(t)| = |y_0 - y_1(t)| = \left| \int_{x_0}^{x} F(t, y_0) \, dt \right| \]
\[ \leq \int_{x_0}^{x} |F(t, y_0)| \, dt \]
\[ \leq M \cdot |x - x_0| \]
\[ \leq M \cdot h. \]

We have of course used the boundedness condition (**).

Next we have

\[ |y_1(x) - y_2(x)| = \left| \int_{x_0}^{x} F(t, y_0(t)) \, dt - \int_{x_0}^{x} F(t, y_1(t)) \, dt \right| \]
\[ \leq \int_{x_0}^{x} |F(t, y_0(t)) - F(t, y_1(t))| \, dt \]
\[ \leq \int_{x_0}^{x} C \cdot |y_0(t) - y_1(t)| \, dt \]
\[ \leq C \cdot M \cdot h \cdot h \]
\[ = M \cdot C \cdot h^2. \]

One can continue this procedure to find that

\[ |y_2(x) - y_3(x)| \leq M \cdot C^2 \cdot h^3 = M \cdot h \cdot (Ch)^2. \]
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and, more generally,

$$|y_j(x) - y_{j+1}(x)| \leq M \cdot C^j \cdot h^{j+1} < M \cdot h \cdot (Ch)^j.$$ 

Now, if $0 < K < L$ are integers, then

$$|y_K(x) - y_L(x)| \leq |y_K(x) - y_{K+1}(x)| + |y_{K+1}(x) - y_{K+2}(x)|$$

$$+ \cdots + |y_{L-1}(x) - y_L(x)|$$

$$\leq M \cdot h \cdot ([Ch]^K + [Ch]^{K+1} + \cdots [Ch]^{L-1}).$$

Since $|Ch| < 1$ by design, the geometric series $\sum_j [Ch]^j$ converges. As a result, the expression on the right of our last display is as small as we please, for $K$ and $L$ large, just by the Cauchy criterion for convergent series. It follows that the sequence $\{y_j\}$ of approximate solutions converges uniformly to a function $y = y(x)$. In particular, $y$ is continuous.

Furthermore, we know that

$$y_{j+1}(x) = \int_{x_0}^x F(t, y_j(t)) \, dt.$$ 

Letting $j \to \infty$, and invoking the uniform convergence of the $y_j$, we may pass to the limit and find that

$$y(x) = \int_{x_0}^x F(t, y(x)) \, dt.$$ 

This says that $y$ satisfies the integral equation that is equivalent to our original initial value problem. This equation also shows that $y$ is continuously differentiable. Thus $y$ is the function that we seek.

It can be shown that this $y$ is in fact the unique solution to our initial value problem. We shall not provide the details of the proof of this assertion.

In case $F$ is not Lipschitz—say that $F$ is only continuous—then it is still possible to show that a solution $y$ exists. But it will no longer be unique.

11.2 The Method of Characteristics

Characteristics are a device for solving partial differential equations. The idea is to reduce the partial differential equation to a family of ordinary differential equations (as in Section 11.1) along curves. Here we shall illustrate the idea with a few carefully chosen examples.

Consider a first-order partial differential equation of the form

$$a(x, t) \frac{\partial v}{\partial x} + b(x, t) \frac{\partial v}{\partial t} = c(x, t)v + d(x, t).$$ (†)
The idea is to think of the left-hand side as a directional derivative along a curve. To that end, we solve the auxiliary equations

\[
\frac{dx}{ds} = a(x, t) \quad \text{and} \quad \frac{dt}{ds} = b(x, t). \quad (\dagger)
\]

What is going on here is that we have created a family of curves \( x = x(s), t = t(s) \) whose tangent vector \((x'(s), t'(s))\) coincides with the direction of the vector \((a, b)\), which is the "direction" along which the differential equation is operating. This device enables us to reduce the partial differential equation \((\dagger)\) to an ordinary differential equation that often can be solved by elementary methods. With this idea in mind, we see that the derivative of \(v(x, t)\) along the described curves becomes

\[
\frac{dv}{ds} = \frac{dv[x(s), t(s)]}{ds} = \frac{\partial v}{\partial x} \cdot \frac{dx}{ds} + \frac{\partial v}{\partial t} \cdot \frac{dt}{ds} = a \cdot \frac{\partial v}{\partial x} + b \cdot \frac{\partial v}{\partial t} = cv + d. \quad (\ddagger)
\]

Here we have used the chain rule and the equations \((\dagger)\) and \((\ddagger)\).

We now illustrate with some simple examples.

**Example 11.4**

Consider the partial differential equation

\[
\frac{\partial v}{\partial t} + c \cdot \frac{\partial v}{\partial x} = 0.
\]

This is the *unidirectional wave equation*. We impose initial conditions, at \( t = 0 \), given by

\[
v(x, 0) = G(x).
\]

Here \( G \) is some input functions.

It is convenient to parameterize the "initial curve", or the curve along which the initial condition is specified, by

\[
x = \tau, \quad t = 0, \quad v(\tau, 0) = G(\tau). \quad (*)
\]

Now the characteristic equations, as indicated in \((\ddagger)\) and \((\ddagger\ddagger)\), are

\[
\frac{dx}{ds} = c, \quad \frac{dt}{ds} = 1, \quad \frac{dv}{ds} = 0.
\]
Of course we may solve these equations easily (taking into ac-
count (*) with \( s = 0 \)). The result is

\[
x(\tau, s) = cs + \tau, \quad t(\tau, s) = s, \quad v(\tau, s) = G(\tau). \quad (**)
\]

Ultimately we wish to express the solution \( v \) in terms of the
given data \( G \). With this thought in mind, we solve the first two
equations for \( s \) and \( \tau \) as functions of \( x \) and \( t \). Thus

\[
s = t, \quad \tau = x - ct.
\]

Finally, we substitute these simple formulas into the equation
for \( v \) in (**) to obtain

\[
v(x, t) = v(\tau, s) = G[\tau(x, t)] = G[x - ct].
\]

Verify for yourself that this \( v \) satisfies the differential equation
with initial condition. \( \square \)

**Example 11.5**

Let us use the method of characteristics to solve the differential
equation

\[
x + t = cu, \quad u(x, 1) = f(x).
\]

We begin by parameterizing the initial curve as

\[
x = \tau, \quad t = 1, \quad u(\tau, 1) = f(\tau).
\]

The characteristic equations are

\[
\frac{dx}{ds} = x, \quad \frac{dt}{ds} = t, \quad \frac{du}{ds} = cu.
\]

Now we may solve these characteristic equations, keeping in
mind the initial conditions at \( s = 1 \). The result is

\[
x(\tau, s) = \tau e^s, \quad t(\tau, s) = e^s, \quad u(\tau, s) = f(\tau)e^{cs}.
\]

[We have used here, of course, our knowledge from elementary
ordinary differential equations of finding exponential solutions
of first order differential equations.]

As usual, we solve the first two of these for \( s \) and \( \tau \) in terms
of \( x \) and \( t \). Thus

\[
s = \ln t \quad \text{and} \quad \tau = \frac{x}{t}.
\]

Inserting these into the equation for \( u \) gives

\[
u(x, t) = f \left( \frac{x}{t} \right) \cdot t^c.
\]
This is the solution to the original problem.

Note in passing that the differential equation we have been analyzing may be said to have singular coefficients since the vector of coefficients on the left-hand side vanishes at the origin. It results that solution has a corresponding singularity.

11.3 Power Series Methods

One of the techniques of broadest applicability in the subject of differential equations is that of power series, or real analytic functions. The philosophy is to guess that a given problem has a solution that may be represented by a power series, and then to endeavor to solve for the coefficients of that series. Along the way, one uses (at least tacitly) fundamental properties of these series—that they may be differentiated and integrated term by term, for instance. And that their intervals of convergence are preserved under standard operations.

Example 11.6

Let \( p \) be an arbitrary real constant. Let us use a differential equation to derive the power series expansion for the function

\[
y = (1 + x)^p.
\]

Of course the given \( y \) is a solution of the initial value problem

\[
(1 + x) \cdot y' = py, \quad y(0) = 1.
\]

We assume that the equation has a power series solution

\[
y = \sum_{j=0}^{\infty} a_j x^j = a_0 + a_1 x + a_2 x^2 + \cdots
\]

with positive radius of convergence \( R \). Then

\[
y' = \sum_{j=1}^{\infty} j \cdot a_j x^{j-1} = a_1 + 2a_2 x + 3a_3 x^2 + \cdots;
\]

\[
xy' = \sum_{j=1}^{\infty} j \cdot a_j x^j = a_1 x + 2a_2 x^2 + 3a_3 x^3 + \cdots;
\]

\[
py = \sum_{j=0}^{\infty} p a_j x^j = p a_0 + p a_1 x + p a_2 x^2 + \cdots.
\]

By the differential equation, we see that the sum of the first two of these series equals the third. Thus

\[
\sum_{j=1}^{\infty} ja_j x^{j-1} + \sum_{j=1}^{\infty} ja_j x^j = \sum_{j=0}^{\infty} p a_j x^j.
\]
We immediately see two interesting anomalies: the powers of $x$ on the left-hand side do not match up, so the two series cannot be immediately added. Also the summations do not all begin in the same place. We address these two concerns as follows.

First, we can change the index of summation in the first sum on the left to obtain

$$
\sum_{j=0}^{\infty} (j + 1)a_{j+1}x^j + \sum_{j=1}^{\infty} ja_jx^j = \sum_{j=0}^{\infty} pa_jx^j.
$$

Write out the first few terms of the new sum, and the original sum, to see that they are just the same.

Now every one of our series has $x^j$ in it, but they begin at different places. So we break off the extra terms as follows:

$$
\sum_{j=1}^{\infty} (j + 1)a_{j+1}x^j + \sum_{j=1}^{\infty} ja_jx^j - \sum_{j=1}^{\infty} pa_jx^j = -a_1x^0 + pa_0x^0. \quad (*)
$$

Notice that all we have done is to break off the zeroeth terms of the first and third series, and put them on the right.

The three series on the left-hand side of (*) are begging to be put together: they have the same form, they all involve powers of $x$, and they all begin at the same index. Let us do so:

$$
\sum_{j=1}^{\infty} [(j + 1)a_{j+1} + ja_j - pa_j]x^j = -a_1 + pa_0.
$$

Now the powers of $x$ that appear on the left are 1, 2, ..., and there are none of these on the right. We conclude that each of the coefficients on the left is zero; by the same reasoning, the coefficient $(-a_1 + pa_0)$ on the right (i.e., the constant term) equals zero. So we have the equations\(^1\)

$$
-a_1 + pa_0 = 0
$$

$$
(j + 1)a_{j+1} + (j - p)a_j = 0.
$$

Our initial condition tells us that $a_0 = 1$. Then our first equation implies that $a_1 = p$. The next equation, with $j = 1$, says that

$$
2a_2 + (1 - p)a_1 = 0.
$$

Hence $a_2 = (p-1)a_1/2 = (p-1)p/2$. Continuing, we take $p = 2$ in the second equation to get

$$
3a_3 + (2 - p)a_2 = 0
$$

\(^1\)A set of equations like this is called a recursion. It expresses $a_j$s with later indices in terms of $a_j$s with earlier indices.
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so \( a_3 = (p - 2)a_2/3 = (p - 2)(p - 1)p/(3 \cdot 2) \).

We may continue in this manner to obtain that

\[
a_j = \frac{p(p-1)(p-2) \cdots (p-j+1)}{j!}.
\]

Thus the power series expansion for our solution \( y \) is

\[
y = 1 + px + \frac{p(p-1)}{2!} x + \frac{p(p-1)(p-2)}{3!} + \ldots
\]

\[
+ \frac{p(p-1)(p-2) \cdots (p-j+1)}{j!} x^j + \ldots.
\]

Since we knew in advance that the solution of our initial value problem was

\[
y = (1 + x)^p,
\]

we find that we have derived Isaac Newton's general binomial theorem (or binomial series):

\[
(1 + x)^p = 1 + px + \frac{p(p-1)}{2!} x + \frac{p(p-1)(p-2)}{3!} + \ldots
\]

\[
+ \frac{p(p-1)(p-2) \cdots (p-j+1)}{j!} x^j + \ldots.
\]

\[\square\]

Example 11.7

Let us consider the differential equation

\[
y' = y.
\]

Of course we know from elementary considerations that the solution to this equation is \( y = C \cdot e^x \), but let us pretend that we do not know this. Our goal is to instead use power series to discover the solution. We proceed by guessing that the equation has a solution given by a power series, and we proceed to solve for the coefficients of that power series.

So our guess is a solution of the form

\[
y = a_0 + a_1 x + a_2 x^2 + a_3 x^3 + \ldots.
\]

Then

\[
y' = a_1 + 2a_2 x + 3a_3 x^2 + \ldots
\]

and we may substitute these two expressions into the differential equation. Thus

\[
a_1 + 2a_2 x + 3a_3 x^2 + \ldots = a_0 + a_1 x + a_2 x^2 + \ldots.
\]
Now the powers of \( x \) must match up (i.e., the coefficients must be equal). We conclude that

\[
\begin{align*}
a_1 &= a_0 \\
2a_2 &= a_1 \\
3a_3 &= a_2
\end{align*}
\]

and so forth. Let us take \( a_0 \) to be an unknown constant \( C \). Then we see that

\[
\begin{align*}
a_1 &= C; \\
a_2 &= \frac{C}{2}; \\
a_3 &= \frac{C}{3 \cdot 2}; \\
\quad \vdots
\end{align*}
\]

In general,

\[
a_n = \frac{C}{n!}.
\]

In summary, our power series solution of the original differential equation is

\[
y = \sum_{j=0}^{\infty} \frac{C}{j!} x^j = C \cdot \sum_{j=0}^{\infty} \frac{x^j}{j!} = C \cdot e^x.
\]

Thus we have a new way, using power series, of discovering the general solution of the differential equation \( y' = y \).

\[\square\]

**Example 11.8**

Let us use the method of power series to solve the differential equation

\[
(1 - x^2)y'' - 2xy' + p(p + 1)y = 0. \tag{**}
\]

Here \( p \) is an arbitrary real constant. This is called Legendre's equation.

We therefore guess a solution of the form

\[
y = \sum_{j=0}^{\infty} a_j x^j = a_0 + a_1 x + a_2 x^2 + \cdots
\]

and calculate

\[
y' = \sum_{j=1}^{\infty} ja_j x^{j-1} = a_1 + 2a_2 x + 3a_3 x^2 + \cdots
\]
and

\[ y'' = \sum_{j=2}^{\infty} j(j-1)a_j x^{j-2} = 2a_2 + 3 \cdot 2 \cdot a_3 x + \cdots. \]

It is most convenient to treat the differential equation in the form (**) We calculate

\[ -x^2 y'' = -\sum_{j=2}^{\infty} j(j-1)a_j x^j \]

and

\[ -2xy' = -\sum_{j=1}^{\infty} 2ja_j x^j. \]

Substituting into the differential equation now yields

\[ \sum_{j=2}^{\infty} j(j-1)a_j x^{j-2} - \sum_{j=2}^{\infty} j(j-1)a_j x^j - \sum_{j=1}^{\infty} 2ja_j x^j + p(p+1) \sum_{j=0}^{\infty} a_j x^j = 0. \]

We adjust the index of summation in the first sum so that it contains \( x^j \) rather than \( x^{j-2} \) and we break off spare terms and collect them on the right. The result is

\[ \sum_{j=2}^{\infty} (j+2)(j+1)a_{j+2} x^j - \sum_{j=2}^{\infty} j(j-1)a_j x^j - \sum_{j=2}^{\infty} 2ja_j x^j + p(p+1) \sum_{j=2}^{\infty} a_j x^j = -2a_2 - 6a_3 x + 2a_1 x - p(p+1)a_0 - p(p+1)a_1 x. \]

In other words,

\[ \sum_{j=2}^{\infty} \left[ (j+2)(j+1)a_{j+2} - j(j-1)a_j - 2ja_j + p(p+1)a_j \right] x^j = -2a_2 - 6a_3 x + 2a_1 x - p(p+1)a_0 - p(p+1)a_1 x. \]

As a result,

\[ (j+2)(j+1)a_{j+2} - j(j-1)a_j - 2ja_j + p(p+1)a_j = 0 \quad \text{for } j = 2, 3, \ldots \]

together with

\[ -2a_2 - p(p+1)a_0 = 0. \]
and
\[-6a_3 + 2a_1 - p(p + 1)a_1 = 0.\]

We have arrived at the recursion
\[a_2 = -\frac{p(p + 1)}{1 \cdot 2} \cdot a_0,\]
\[a_3 = -\frac{(p - 1)(p + 2)}{2 \cdot 3} \cdot a_1.\]
\[
a_{j+2} = -\frac{(p - j)(p + j + 1)}{(j + 2)(j + 1)} \cdot a_j \quad \text{for } j = 2, 3, \ldots \quad (***)
\]

We recognize a familiar pattern: The coefficients \(a_0\) and \(a_1\) are unspecified, so we set \(a_0 = A\) and \(a_1 = B\). Then we may proceed to solve for the rest of the coefficients. Now
\[a_2 = -\frac{p(p + 1)}{2} \cdot A,\]
\[a_3 = -\frac{(p - 1)(p + 2)}{2 \cdot 3} \cdot B,\]
\[a_4 = -\frac{(p - 2)(p + 3)}{3 \cdot 4} \cdot a_2 = \frac{p(p - 2)(p + 1)(p + 3)}{4!} \cdot A,\]
\[a_5 = -\frac{(p - 3)(p + 4)}{4 \cdot 5} a_3 = \frac{(p - 1)(p - 3)(p + 2)(p + 4)}{5!} \cdot B,\]
\[a_6 = -\frac{(p - 4)(p + 5)}{5 \cdot 6} a_4 = -\frac{p(p - 2)(p - 4)(p + 1)(p + 3)(p + 5)}{6!} \cdot A,\]
\[a_7 = -\frac{(p - 5)(p + 6)}{6 \cdot 7} a_5 = -\frac{(p - 1)(p - 3)(p - 5)(p + 2)(p + 4)(p + 6)}{7!} \cdot B.\]

and so forth. Putting these coefficient values into our supposed power series solution we find that the general solution of our differential equation is
\[y = A \left[1 - \frac{p(p + 1)}{2!} x^2 + \frac{p(p - 2)(p + 1)(p + 3)}{4!} x^4\right].\]
We assure the reader that, when \( p \) is not an integer, then these are not familiar elementary transcendental functions. They are what we call Legendre functions. In the special circumstance that \( p \) is a positive even integer, the first function (that which is multiplied by \( A \)) terminates as a polynomial. In the special circumstance that \( p \) is a positive odd integer, the second function (that which is multiplied by \( B \)) terminates as a polynomial. These are called Legendre polynomials, and they play an important role in mathematical physics, representation theory, and interpolation theory.

Some differential equations have singularities. In the present context, this means that the higher order terms have coefficients that vanish to high degree. As a result, one must make a slightly more general guess as to the solution of the equation. This more general guess allows for a corresponding singularity to be built into the solution. Rather than develop the full theory of these Frobenius series, we merely give one example.

**Example 11.9**

We use the method of Frobenius series to solve the differential equation

\[
2x^2 y'' + x(2x + 1)y' - y = 0
\]

about the regular singular point 0.

We guess a solution of the form

\[
y = x^m \cdot \sum_{j=0}^{\infty} a_j x^j = \sum_{j=0}^{\infty} a_j x^{m+j}
\]

and therefore calculate that

\[
y' = \sum_{j=0}^{\infty} (m + j)a_j x^{m+j-1}
\]

and

\[
y'' = \sum_{j=0}^{\infty} (m + j)(m + j - 1)a_j x^{m+j-2}.
\]
Substituting these calculations into the differential equation yields

\[
2 \sum_{j=0}^{\infty} (m + j)(m + j - 1)a_j x^{m+j} + 2 \sum_{j=0}^{\infty} (m + j)a_j x^{m+j+1} + \sum_{j=0}^{\infty} (m + j)a_j x^{m+j} - \sum_{j=0}^{\infty} a_j x^{m+j} = 0.
\]

We make the usual adjustments in the indices so that all powers of \( x \) are \( x^{m+j} \), and break off the odd terms to put on the right-hand side of the equation. We obtain

\[
2 \sum_{j=1}^{\infty} (m + j)(m + j - 1)a_j x^{m+j} + 2 \sum_{j=1}^{\infty} (m + j - 1)a_{j-1} x^{m+j} + \sum_{j=1}^{\infty} (m + j)a_j x^{m+j} - \sum_{j=1}^{\infty} a_j x^{m+j} = -2m(m-1)a_0 x^m - m a_0 x^m + a_0 x^m.
\]

The result is

\[
\begin{bmatrix}
2(m + j)(m + j - 1)a_j + 2(m + j - 1)a_{j-1} \\
+(m + j)a_j - a_j
\end{bmatrix} = 0
\]

for \( j = 1, 2, 3, \ldots \) \((\dagger)\)

together with

\[
[-2m(m-1) - m + 1]a_0 = 0.
\]

It is clearly not to our advantage to let \( a_0 = 0 \). Thus

\[-2m(m-1) - m + 1 = 0.\]

This is the \textit{indicial equation}.

The roots of this quadratic equation are \( m = -1/2, 1 \). We put each of these values into \((\dagger)\) and solve the resulting recursion.
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Now (†) says that

\[(2m^2 + 2j^2 + 4mj - j - m - 1)a_j = (-2m - 2j + 2)a_{j-1}.\]

For \(m = -1/2\) this is

\[a_j = \frac{3 - 2j}{-3j + 2j^2}a_{j-1}\]

so

\[a_1 = -a_0, \quad a_2 = -\frac{1}{2}a_1 = \frac{1}{2}a_0, \text{ etc.} \]

For \(m = 1\) we have

\[a_j = \frac{-2j}{3j + 2j^2}a_{j-1}\]

so

\[a_1 = -\frac{2}{5}a_0, \quad a_2 = -\frac{4}{14}a_1 = \frac{4}{35}a_0. \]

Thus we have found the linearly independent solutions

\[a_0x^{-1/2} \cdot (1 - x + \frac{1}{2}x^2 + \cdots)\]

and

\[a_0x \cdot (1 - \frac{2}{5}x + \frac{4}{35}x^2 + \cdots). \]

The general solution of our differential equation is then

\[y = Ax^{-1/2} \cdot (1 - x + \frac{1}{2}x^2 + \cdots) + Bx \cdot (1 - \frac{2}{5}x + \frac{4}{35}x^2 + \cdots). \]

\[\square\]

Exercises

1. Use the method of Picard iteration to solve the initial value problem
   \[y' = x + y, \quad y(0) = 3.\]

2. Use the method of Picard iteration to solve the initial value problem
   \[y' = y - 3x, \quad y(1) = 2.\]

3. A vector field is a function

   \[F(x, y) = (\alpha(x, y), \beta(x, y))\]

   that assigns to each point in the plane \(\mathbb{R}^2\) a vector. We call a curve
   \[\gamma : (a, b) \rightarrow \mathbb{R}^2\]
   an integral curve of the vector field if

   \[\gamma'(t) = F(\gamma(t))\]
for each \( t \). Thus \( \gamma \) "flows along" the vector field, and the tangent to the curve at each point is given by the value of the vector field at that point.

Put suitable conditions on \( F \) that will guarantee that if \( P \in \mathbb{R}^2 \) then there will be an integral curve for \( F \) through the point \( P \). [\textit{Hint:} Of course use the Picard theorem to obtain your result. What is the correct initial value problem?]

4. Give an example which illustrates that the integral curve that you found in Exercise 3 will only, in general, be defined in a small neighborhood of \( P \). [\textit{Hint:} Think of a vector field that "dies out.”]

5. Refer to Exercises 3 and 4. Find integral curves for each of the following vector fields:
   
   (a) \( F(x, y) = (-y, x) \)
   (b) \( F(x, y) = (x + 1, y - 2) \)
   (c) \( F(x, y) = (2xy, x^2) \)
   (d) \( F(x, y) = (-x, 2y) \)

6. For each differential equation, sketch the family of solutions on a set of axes:
   
   (a) \( y' - xy = 1 \)
   (b) \( y' + y = e^x \)
   (c) \( y' = x \)
   (d) \( y' = 1 - y \)

* 7. Does the Picard theorem apply to the initial value problem

   \[
   e^{dy/dx} + \frac{dy}{dx} = x^2, \quad y(1) = 2
   \]

   Why or why not? [\textit{Hint:} Think in terms of the Implicit Function Theorem—Section 13.4.]

8. Formulate a version of the Picard theorem for vector-valued functions. Indicate how its proof differs, if at all, from the proof for scalar-valued functions. Now explain how one can use this vector-valued version of Picard to obtain an existence and uniqueness theorem for 4\(^{th}\)-order ordinary differential equations.

9. Verify that the function \( y = 1/\sqrt{2(x + 1)} \) is a solution of the differential equation

   \[
   y' + y^3 = 0.
   \]
Can you use separation of variables to find the general solution? [Hint: It is $y = 1 / \sqrt{2(x + c)}$.] Now find the solution to the initial value problem (*) with initial condition $y(1) = 4$.

10. Check that the function

$$y = \sqrt{\frac{2}{3} \log(1 + x^2)} + C$$

solves the differential equation

$$\frac{dy}{dx} = \frac{x^3}{y + yx^3}.$$ 

Find the particular solution that satisfies the initial condition $y(0) = 2$.

11. Use the method of characteristics to solve the partial differential equation

$$\frac{\partial v}{\partial t} + t \frac{\partial v}{\partial x} = v, \quad v(x, 0) = x.$$ 

12. Use the method of characteristics to solve the partial differential equation

$$\frac{\partial u}{\partial x} - 2x \frac{\partial u}{\partial t} = xt, \quad u(x, 1) = x^2.$$ 

13. Use the method of characteristics to solve the partial differential equation

$$\frac{\partial u}{\partial t} - \frac{\partial u}{\partial x} = t - x.$$ 

14. Give a geometric interpretation of the idea of characteristic of a partial differential equation. Suppose that the differential equation describes a heat flow. Then what do the characteristics mean?

15. A partial differential equation is called characteristic if, at some point, a characteristic curve of the equation is tangent to the surface along which the initial condition is specified. Give an example of an equation that is characteristic, and explain why the method of Section 11.2 breaks down in these circumstances.

* 16. The Picard theorem of Section 11.1 explains why the method of characteristics makes good philosophical sense. That is to say, at each point of the surface along which the initial condition is specified, there will be a characteristic curve that crosses the surface. And the different characteristic curves will be disjoint—at least near the surface. Explain why this is so.
17. Explain why the method of power series would not work very well to solve the differential equation
\[ y' - |x|y = \sin x. \]

18. Solve the initial value problem
\[ y'' - xy = x^2, \quad y(0) = 2, y'(0) = 1 \]
by the method of power series.

19. Solve the initial value problem
\[ y' - xy = \sin x, \quad y(1) = 2 \]
by the method of power series. \(\text{[Hint: Given the nature of the initial condition, it would be best to use power series in powers of} \ (x - 1).]\)

20. Solve the differential equation
\[ y''' - xy' = x \]
by the method of power series. Since there are no initial conditions, you should obtain a general solution with three free parameters.

21. Solve the initial value problem
\[ y' - y = x, \quad y(0) = 1 \]
both by Picard's method and by the method of power series. Verify that you get the same solution by both means.

22. When you solve a differential equation by the method of power series, you cannot in general expect the power series to converge on the entire real line. As an example, solve the differential equation
\[ y' + \frac{1}{x}y = \frac{1}{1 + x^2} \]
by the method of power series (expanded about 1). What is the radius of convergence of the power series? Can you suggest why that is so?

23. Solve the differential equation
\[ y'' + y = \frac{1}{1 + x^2} \]
by the method of power series (expanded about 0). What is the radius of convergence of the power series? Can you suggest why that is so?
24. Consider the differential equation
\[ y'' - y = x^2. \]
The function \( x^2 \) is even. If the function \( y \) is even, then \( y'' \) will be even also. Thus it makes sense to suppose that there is a power series solution with only even powers of \( x \). Find it.

25. Consider the differential equation
\[ y'' + y = x^3. \]
The function \( x^3 \) is odd. If the function \( y \) is odd, then \( y'' \) will also be odd. Thus it makes sense to suppose that there is a power series solution with only odd powers of \( x \). Find it.

* 26. Explain how the method of characteristics should work in three dimensions. Now solve the partial differential equation
\[ \partial_x v + \partial_y v + \partial_z v = v, \quad v(x, 1, 0) = x. \]

27. Verify that the curve \( x = re^t, \ t = e^{2s} \) is a characteristic curve for the partial differential equation
\[ 2t \frac{\partial v}{\partial t} + x \frac{\partial v}{\partial x} = 0 \]
with the initial condition \( v(x, 1) = F(x) \). Here we parametrize the initial curve by \( x = \tau, \ t = 1, \ v(\tau, 1) = F(\tau) \).
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Introduction to Harmonic Analysis

12.1 The Idea of Harmonic Analysis

Fourier analysis first arose historically in the context of the study of a certain partial differential equation of mathematical physics (see Subsection 12.4.4 below). The equation could be solved explicitly when the input (i.e., the right-hand side of the equation) was a function of the form \( \sin jx \) or \( \cos jx \) for \( j \) an integer. The question arose whether an arbitrary input could be realized as the superposition of sine functions and cosine functions.

In the late eighteenth century, debate raged over this question. It was fueled by the fact that there was no solid understanding of just what constituted a function. The important treatise [FOU] of Joseph Fourier gave a somewhat dreamy but nevertheless precise method for expanding virtually any function as a series in sines and cosines. It took almost a century, and the concerted efforts of Dirichlet, Cauchy, Riemann, Weierstrass, and many other important analysts to put the so-called theory of "Fourier series" on a rigorous footing.

We now know, and can prove exactly, that if \( f \) is a differentiable function on the interval \([0, 2\pi]\) then the coefficients

\[
c_j = \frac{1}{2\pi} \int_0^{2\pi} f(t)e^{-ijt} \, dt
\]

give rise to a series expansion

\[
f(t) = \sum_{j=0}^{\infty} c_je^{ijt}
\]

that is valid (i.e., convergent) at every point. [Notice that the convenient notation \( e^{ijt} \) given to us by Euler’s formula carries information both
about the sine and the cosine. This expansion validates the vague but aggressive ruminations in [FOU] and lays the foundations for a powerful and deep method of analysis that today has wide applicability in physics, differential equations, and harmonic analysis.

In the present chapter we shall explore the foundations of Fourier series and also learn some of their applications. All of our discussions will of course be rigorous and precise. They will certainly take advantage of all the tools of analysis that we have developed thus far in the present book.

12.2 The Elements of Fourier Series

In this section it will be convenient for us to work on the interval $[0, 2\pi]$. We will perform arithmetic operations on this interval modulo $2\pi$: for example, $3\pi/2 + 3\pi/2$ is understood to equal $\pi$ because we subtract from the answer the largest multiple of $2\pi$ that it exceeds. When we refer to a function $f$ being continuous on $[0, 2\pi]$, we require that it be right continuous at $0$, left continuous at $2\pi$, and that $f(0) = f(2\pi)$.

If $f$ is a (either real- or complex-valued) Riemann integrable function on this interval and if $n \in \mathbb{Z}$ then we define

$$
\hat{f}(n) = \frac{1}{2\pi} \int_0^{2\pi} f(t)e^{-int} \, dt.
$$

We call $\hat{f}(n)$ the $n$th Fourier coefficient of $f$. The formal expression

$$
S_f(x) \sim \sum_{n=-\infty}^{\infty} \hat{f}(n)e^{inx}
$$

is called the Fourier series of the function $f$. In circumstances where the Fourier series converges to the function $f$, some of which we shall discuss below, the series provides a decomposition of $f$ into simple component functions. This type of analysis is of importance in the theory of differential equations, in signal and image processing, and in scattering theory. There is a rich theory of Fourier series which is of interest in its own right.

Observe that, in case $f$ has the special form

$$
f(x) = \sum_{j=-N}^{N} a_j e^{i\omega t},
$$

(\text{\#})

then we may calculate that

$$
\frac{1}{2\pi} \int_0^{2\pi} f(t)e^{-int} \, dt = \frac{1}{2\pi} \sum_{j=-N}^{N} a_j \int_0^{2\pi} e^{i(j-n)t} \, dt.
$$
Now the integral equals 0 if \( j \neq n \) (this is so because \( \int_0^{2\pi} e^{ikt} \, dt = 0 \) when \( k \) is a nonzero integer). And the term with \( j = n \) gives rise to \( a_n \cdot 1 \). Thus we find that

\[
a_n = \frac{1}{2\pi} \int_0^{2\pi} f(t)e^{-int} \, dt. \tag{**}
\]

Since, in Exercise 25 of Chapter 9, we showed that functions of the form (*) are dense in the continuous functions, we might hope that a formula like (**) will give a method for calculating the coefficients of a trigonometric expansion in considerable generality. In any event, this calculation helps to justify (after the fact) our formula for \( \hat{f}(n) \).

The other theory that you know for decomposing a function into simple components is the theory of Taylor series. However, in order for a function to have a Taylor series it must be infinitely differentiable. Even then, as we have learned, the Taylor series of a function usually does not converge, and if it does converge its limit may not be the original function—see Section 10.2. The Fourier series of \( f \) converges to \( f \) under fairly mild hypotheses on \( f \), and thus provides a useful tool in analysis.

The first result we shall prove about Fourier series gives a growth condition on the coefficients \( \hat{f}(n) \):

**Proposition 12.1**  [Bessel's inequality]

If \( f^2 \) is integrable then

\[
\sum_{n=-N}^{N} |\hat{f}_n|^2 \leq \int_0^{2\pi} |f(t)|^2 \, dt.
\]

**Proof:** Recall that \( e^{ijt} = e^{-ijt} \) and \( |a|^2 = a \cdot \bar{a} \) for \( a \in \mathbb{C} \). We calculate

\[
\frac{1}{2\pi} \int_0^{2\pi} |f(t) - S_N(t)|^2 \, dt
\]

\[
= \frac{1}{2\pi} \int_0^{2\pi} \left( f(t) - \sum_{n=-N}^{N} \hat{f}(n)e^{int} \right) \cdot \left( \overline{f(t)} - \sum_{n=-N}^{N} \overline{\hat{f}(n)e^{int}} \right) \, dt
\]

\[
= \frac{1}{2\pi} \int_0^{2\pi} |f(t)|^2 \, dt - \sum_{n=-N}^{N} \frac{1}{2\pi} \int_0^{2\pi} f(t)e^{-int} \, dt \cdot \overline{\hat{f}(n)}
\]

\[
- \sum_{n=-N}^{N} \frac{1}{2\pi} \int_0^{2\pi} \overline{f(t)}e^{-int} \, dt \cdot \overline{\hat{f}(n)} + \sum_{m,n} \frac{1}{2\pi} \int_0^{2\pi} e^{int} \cdot e^{-int} \, dt.
\]
Now each of the first two sums equals $\sum_{n=-N}^{N} |f(n)|^2$. In the last sum, any summand with $m \neq n$ equals 0. Thus our equation simplifies to

$$\frac{1}{2\pi} \int_{0}^{2\pi} |f(t) - S_N(t)|^2 \, dt = \frac{1}{2\pi} \int_{0}^{2\pi} |f(t)|^2 \, dt - \sum_{n=-N}^{N} |\widehat{f}(n)|^2.$$

Since the left side is nonnegative, it follows that

$$\sum_{n=-N}^{N} |\widehat{f}(n)|^2 \leq \frac{1}{2\pi} \int_{0}^{2\pi} |f(t)|^2 \, dt,$$

as desired.

\[ \square \]

**Corollary 12.1**

If $f^2$ is integrable then the Fourier coefficients $\widehat{f}(n)$ satisfy

$$\widehat{f}(n) \to 0 \quad \text{as} \quad n \to \infty.$$  

**Proof:** Since $\sum |\widehat{f}(n)|^2 < \infty$ we know that $|\widehat{f}(n)|^2 \to 0$. This implies the result. \[ \square \]

**Remark 12.1** In fact, with a little extra effort, one can show that the conclusion of the corollary holds if only $f$ is integrable. This entire matter is addressed from a slightly different point of view in Proposition 12.6.

**Definition 12.1** Let $f$ be an integrable function on the interval $[0, 2\pi]$. We let $S_N(x)$ denote the $N^{th}$ partial sum of the Fourier series of $f$:

$$S_N f(x) = \sum_{n=-N}^{N} \widehat{f}(n)e^{inx}.$$

Since the coefficients of the Fourier series, at least for a square integrable function, tend to zero, we might hope that the Fourier series will converge in some sense. Of course the best circumstance would be that $S_N f \to f$ (pointwise, or in some other manner). We now turn our attention this problem.
Proposition 12.2  [The Dirichlet Kernel]

If \( f \) is integrable then

\[
S_N f(x) = \frac{1}{2\pi} \int_0^{2\pi} D_N(x-t) f(t) \, dt,
\]

where

\[
D_N(t) = \frac{\sin(N + \frac{1}{2})t}{\sin \frac{1}{2} t}.
\]

Proof: Observe that

\[
S_N f(x) = \sum_{n=-N}^N \hat{f}(n) e^{inx}
\]

\[
= \sum_{n=-N}^N \frac{1}{2\pi} \int_0^{2\pi} f(t) e^{-int} \, dt \cdot e^{inx}
\]

\[
= \sum_{n=-N}^N \frac{1}{2\pi} \int_0^{2\pi} f(t) e^{in(x-t)} \, dt
\]

\[
= \frac{1}{2\pi} \int_0^{2\pi} f(t) \left[ \sum_{n=-N}^N e^{in(x-t)} \right] \, dt.
\]

Thus we are finished if we can show that the sum in \([\ldots]\) equals \(D_N(x-t)\).

Rewrite the sum as

\[
\sum_{n=0}^N \left( e^{i(x-t)} \right)^n + \sum_{n=0}^N \left( e^{-i(x-t)} \right)^n - 1.
\]

Then each of these last two sums is the partial sum of a geometric series. Thus we use the formula from Proposition 4.5 to write the last line as

\[
\frac{e^{i(x-t)(N+1)} - 1}{e^{i(x-t)} - 1} + \frac{e^{-i(x-t)(N+1)} - 1}{e^{-i(x-t)} - 1} - 1.
\]

We put everything over a common denominator to obtain

\[
\frac{\cos N(x - t) - \cos(N + 1)(x - t)}{1 - \cos(x - t)}.
\]

We write

\[
N(x - t) = \left( (N + \frac{1}{2})(x - t) - \frac{1}{2}(x - t) \right),
\]
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\[ (N + 1)(x - t) = \left( (N + \frac{1}{2})(x - t) + \frac{1}{2}(x - t) \right), \]
\[ (x - t) = \frac{1}{2}(x - t) + \frac{1}{2}(x - t) \]

and use the sum formula for the cosine function to find that the last line equals

\[ \frac{2 \sin \left( (N + \frac{1}{2})(x - t) \right) \sin \left( \frac{1}{2}(x - t) \right)}{2 \sin^2 \left( \frac{1}{2}(x - t) \right)} = \frac{\sin(N + \frac{1}{2})(x - t)}{\sin \frac{1}{2}(x - t)} = D_N(x - t). \]

That is the desired conclusion. \[\square\]

**REMARK 12.2** We have presented this particular proof of the formula for \( D_N \) because it is the most natural. It is by no means the shortest. Another proof is explored in the exercises.

Note also that, by a change of variable, the formula for \( S_N \) presented in the proposition can also be written as

\[ S_N f(x) = \frac{1}{2\pi} \int_0^{2\pi} D_N(t) f(x - t) \, dt \]

provided we adhere to the convention of doing all arithmetic modulo multiples of \( 2\pi \).

**Lemma 12.1**

For any \( N \) it holds that

\[ \frac{1}{2\pi} \int_0^{2\pi} D_N(t) \, dt = 1. \]

**Proof:** It would be quite difficult to prove this property of \( D_N \) from the formula that we just derived. However, if we look at the proof of the proposition we notice that

\[ D_N(t) = \sum_{n=-N}^{N} e^{int}. \]

Hence
\[ \frac{1}{2\pi} \int_0^{2\pi} D_N(t) \, dt = \frac{1}{2\pi} \int_0^{2\pi} \sum_{n=-N}^{N} e^{int} \, dt \]
\[ = \sum_{n=-N}^{N} \frac{1}{2\pi} \int_0^{2\pi} e^{int} \, dt \]
\[ = 1 \]

because any power of \( e^{it} \), except the zeroth power, integrates to zero. This completes the proof. \( \square \)

Next we prove that, for a large class of functions, the Fourier series converges back to the function at every point.

**Theorem 12.1**

Let \( f \) be a function on \([0, 2\pi]\) that satisfies a Lipschitz condition: there is a constant \( C > 0 \) such that if \( s, t \in [0, 2\pi] \) then

\[ |f(s) - f(t)| \leq C \cdot |s - t|. \] (\( * \))

[Note that at \( 0 \) and \( 2\pi \) this condition is required to hold modulo \( 2\pi \)—see the remarks at the beginning of the section.] Then, for every \( x \in [0, 2\pi] \), it holds that

\[ S_N f(x) \rightarrow f(x) \text{ as } N \rightarrow \infty. \]

Indeed, the convergence is uniform in \( x \).

**Proof:** Fix \( x \in [0, 2\pi] \). We calculate that

\[ |S_N f(x) - f(x)| = \left| \frac{1}{2\pi} \int_0^{2\pi} f(x-t)D_N(t) \, dt - f(x) \right| \]
\[ = \left| \frac{1}{2\pi} \int_0^{2\pi} f(x-t)D_N(t) \, dt - \frac{1}{2\pi} \int_0^{2\pi} f(x)D_N(t) \, dt \right| , \]

where we have made use of the lemma. Now we combine the integrals to write
$$\left| S_N f(x) - f(x) \right|$$

$$= \left| \frac{1}{2\pi} \int_0^{2\pi} [f(x - t) - f(x)] D_N(t) \, dt \right|$$

$$= \left| \frac{1}{2\pi} \int_0^{2\pi} \left[ \frac{f(x - t) - f(x)}{\sin t/2} \right] \cdot \sin \left( (N + \frac{1}{2})t \right) \, dt \right|$$

$$\leq \left| \frac{1}{2\pi} \int_0^{2\pi} \left[ \frac{f(x - t) - f(x)}{\sin t/2} \cdot \cos \left( \frac{t}{2} \right) \right] \sin Nt \, dt \right|$$

$$+ \left| \frac{1}{2\pi} \int_0^{2\pi} \left[ \frac{f(x - t) - f(x)}{\sin t/2} \cdot \sin \left( \frac{t}{2} \right) \right] \cos Nt \, dt \right|$$

$$\leq \left| \frac{1}{2\pi} \int_0^{2\pi} h(t) \sin Nt \, dt \right| + \left| \frac{1}{2\pi} \int_0^{2\pi} k(t) \cos Nt \, dt \right| ,$$

where we have denoted the first expression in $[ ]$ by $h_x(t) = h(t)$ and the second expression in $[ ]$ by $k_x(t) = k(t)$. We use our hypothesis (*) about $f$ to see that

$$\left| h(t) \right| = \left| \frac{f(x - t) - f(x)}{t} \cdot \frac{t}{\sin(t/2)} \cdot \cos \left( \frac{t}{2} \right) \right| \leq C \cdot 4 .$$

[Here we have used the elementary fact that $2/\pi \leq |\sin u/u| \leq 1$.] Thus $h$ is a bounded function. It is obviously continuous, because $f$ is, except perhaps at $t = 0$. So $h$ is integrable—since it is bounded it is even square integrable. An even easier discussion shows that $k$ is square integrable. Therefore Corollary 12.1 applies and we may conclude that the Fourier coefficients of $h$ and of $k$ tend to zero. However, the integral involving $h$ is nothing other than $(\hat{h}(N) - \hat{h}(-N))/(2i)$ and the integral involving $k$ is precisely $(\hat{k}(N) + \hat{k}(-N))/2$. We conclude that these integrals tend to zero as $N \to \infty$; in other words,

$$|S_N f(x) - f(x)| \to 0 \quad \text{as} \quad N \to \infty .$$

Since the relevant estimates are independent of $x$, we see that the convergence is uniform.

**Corollary 12.2**

*If $f \in C^1([0, 2\pi])$ then $S_N f \to f$ uniformly.*

**Proof:** A $C^1$ function, by the Mean Value Theorem, satisfies a Lipschitz condition.
In fact the proof of the theorem suffices to show that if $f$ is a Riemann square-integrable function on $[0, 2\pi]$ and if $f$ is differentiable at $x$ then $S_N f(x) \to f(x)$.

In the exercises we shall explore other methods of summing Fourier series that allow us to realize even discontinuous functions as the limits of certain Fourier expressions.

It is natural to ask whether the Fourier series of a function characterizes that function. We can now give a partial answer to this question:

**Corollary 12.3**

If $f$ is a function on $[0, 2\pi]$ that satisfies a Lipschitz condition and if the Fourier series of $f$ is identically zero then $f \equiv 0$.

**Proof:** By the preceding corollary, the Fourier series converges uniformly to $f$. But the Fourier series is 0.

**Corollary 12.4**

If $f$ and $g$ are functions on $[0, 2\pi]$ that satisfy a Lipschitz condition and if the Fourier coefficients of $f$ are the same as the Fourier coefficients of $g$ then $f \equiv g$.

**Proof:** Apply the preceding corollary to $f - g$.

**Example 12.1**

Let $f(t) = t^2 - 2\pi t, 0 \leq t \leq 2\pi$. Then $f(0) = f(2\pi) = 0$ and $f$ is Lipschitz modulo $2\pi$. Calculating the Fourier series of $f$, setting $t = 0$, and using the theorem reveals that

$$
\sum_{j=1}^{\infty} \frac{1}{j^2} = \frac{\pi^2}{6}.
$$

You are requested to provide the details.

**12.3 An Introduction to the Fourier Transform**

It turns out that Fourier analysis on the interval $[0, 2\pi]$ and Fourier analysis on the entire real line $\mathbb{R}$ are analogous; but they differ in certain particulars that are well worth recording. In the present section we present an outline of the theory of the Fourier transform on the line.
A thorough treatment of Fourier analysis in Euclidean space may be found in [STG]. See also [KRA2]. Here we give a sketch of the theory. Most of the results parallel facts that we have already seen in the context of Fourier series on the circle. Others will reflect the structure of Euclidean space.

We define the Fourier transform of an integrable function $f$ on $\mathbb{R}$ by

$$\hat{f}(\xi) = \int_{\mathbb{R}} f(t)e^{it\cdot\xi} \, dt.$$ 

Many references will insert a factor of $2\pi$ in the exponential or in the measure. Others will insert a minus sign in the exponent. There is no agreement on this matter. We have opted for this particular definition because of its simplicity.

We note that the significance of the exponentials $e^{it\cdot\xi}$ is that the only continuous multiplicative homomorphisms of $\mathbb{R}$ into the circle group are the functions $\phi_\xi(t) = e^{it\cdot\xi}, \xi \in \mathbb{R}$. These functions are called the characters of the additive group $\mathbb{R}$. We refer the reader to [KRA2] for more on this matter.

**Proposition 12.3**

If $f$ is an integrable function, then

$$|\hat{f}(\xi)| \leq \int_{\mathbb{R}} |f(x)| \, dx.$$

**Proof:** Observe that, for any $\xi \in \mathbb{R}$,

$$|\hat{f}(\xi)| = \left| \int_{\mathbb{R}} f(t)e^{it\cdot\xi} \, dt \right| \leq \int_{\mathbb{R}} |f(t)e^{it\cdot\xi}| \, dt \leq \int |f(t)| \, dt.$$

**Proposition 12.4**

If $f$ is integrable, $f$ is differentiable, and $f'$ is integrable, then

$$(f')(\xi) = -i\xi \hat{f}(\xi).$$

**Proof:** Integrate by parts: if $f$ is an infinitely differentiable function that vanishes outside a compact set, then

$$(f')(\xi) = \int f'(t)e^{it\cdot\xi} \, dt \, dt$$

$$= -\int f(t)|e^{it\cdot\xi}|' \, dt$$

$$= -i\xi \int f(t)e^{it\cdot\xi} \, dt.$$
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\[ = -i\xi \hat{f}(\xi). \]

[Of course the "boundary terms" in the integration by parts vanish since \( f \) vanishes outside a compact set.] The general case follows from a limiting argument (see the Appendix at the end of this section).

**Proposition 12.5**

If \( f \) is integrable and \( ixf \) is integrable, then

\[ (ixf) = \frac{\partial}{\partial \xi} \hat{f}. \]

**Proof:** Differentiate under the integral sign.

**Proposition 12.6**  [The Riemann-Lebesgue Lemma]

If \( f \) is integrable, then

\[ \lim_{\xi \to \infty} |\hat{f}(\xi)| = 0. \]

**Proof:** First assume that \( g \in C^2(\mathbb{R}) \) and vanishes outside a compact set. We know that \(|g|\) is bounded. Also

\[ |\xi^2 \widehat{g}(\xi)| = |[g']^-| \leq \int_{\mathbb{R}} |g''(x)| \, dx = C'. \]

Then \((1 + |\xi|^2)\widehat{g}\) is bounded. Thus

\[ |\widehat{g}(\xi)| \leq \frac{C''}{1 + |\xi|^2} \xrightarrow{|\xi| \to \infty} 0. \]

This proves the result for \( g \in C^2_\infty \). [Notice that the argument also shows that if \( g \in C^2(\mathbb{R}) \) and vanishing outside a compact set then \( \widehat{g} \) is integrable.]

Now let \( f \) be an arbitrary integrable function. Then there is a function \( \psi \in C^2(\mathbb{R}) \), vanishing outside a compact set, such that

\[ \int_{\mathbb{R}} |f(x) - \psi(x)| \, dx < \epsilon/2. \]

[See the Appendix to this section for the details of this assertion.] Choose \( M \) so large that when \(|\xi| > M\) then \(|\widehat{\psi}(\xi)| < \epsilon/2\). Then, for \(|\xi| > M\), we have

\[ |\hat{f}(\xi)| = |(f - \psi)(\xi) + \widehat{\psi}(\xi)| \]
\[
\leq |(f - \psi)(\xi)| + |\hat{\psi}(\xi)|
\]
\[
\leq \int_{\mathbb{R}} |f(x) - \psi(x)| \, dx + \frac{\epsilon}{2}
\]
\[
< \frac{\epsilon}{2} + \frac{\epsilon}{2} = \epsilon.
\]

This proves the result.

\textbf{Remark 12.3}  The Riemann-Lebesgue lemma is intuitively clear when viewed in the following way. Fix an integrable function \( f \). An integrable function is well-approximated by a continuous function, so we may as well suppose that \( f \) is continuous. But a continuous function is well-approximated by a smooth function (see the Appendix to this section), so we may as well suppose that \( f \) is smooth. On a small interval \( I \)—say of length \( 1/M \)—a smooth function is nearly constant. So, if we let \( |\xi| \gg 2\pi M^2 \), then the character \( e^{i\xi x} \) will oscillate at least \( M \) times on \( I \), and will therefore integrate against a constant to a value that is very nearly zero. As \( M \) becomes larger, this statement becomes more and more accurate. That is the Riemann-Lebesgue lemma.

\textbf{Proposition 12.7}

Let \( f \) be integrable on \( \mathbb{R} \). Then \( \hat{f} \) is uniformly continuous.

\textbf{Proof:}  Let us first assume that \( f \) is continuous and vanishes outside a compact set. Then

\[
\lim_{\xi \to \xi_0} \hat{f}(\xi) = \lim_{\xi \to \xi_0} \int f(x) e^{ix \cdot \xi} \, dx = \int \lim_{\xi \to \xi_0} f(x) e^{ix \cdot \xi} \, dx = \hat{f}(\xi_0).
\]

[Exercise: Justify passing the limit under the integral sign.] Since \( \hat{f} \) also vanishes at \( \infty \), the result is immediate when \( f \) is continuous and vanishing outside a compact set. The general result follows from an approximation argument (see the Appendix to this section).

Let \( C_0(\mathbb{R}) \) denote the continuous functions on \( \mathbb{R} \) that vanish at \( \infty \). Equip this space with the supremum norm. Then our results show that the Fourier transform maps the integrable functions to \( C_0 \) continuously.

It is natural to ask whether the Fourier transform is univalent; put in other words, can we recover a function from its Fourier transform? If so, can we do so with an explicit integral formula? The answer to all these questions is "yes", but advanced techniques are required for the proofs. We cannot treat them here. We content ourselves with the formulation of a single result and its consequences.
Theorem 12.2
Let \( f \) be a continuous, integrable function on \( \mathbb{R} \) and suppose also that \( \hat{f} \) is integrable. Then
\[
f(x) = \frac{1}{2\pi} \int_{\mathbb{R}} \hat{f}(\xi)e^{-ix\cdot\xi} \, d\xi
\]
for every \( x \).

Corollary 12.5
If \( f \) is continuous and integrable and \( \hat{f}(\xi) \equiv 0 \) then \( f \equiv 0 \).

Corollary 12.6
If \( f, g \) are continuous and integrable and \( \hat{f}(\xi) = \hat{g}(\xi) \) then \( f \equiv g \).

We refer to the circle of ideas in this theorem and the two corollaries as "Fourier inversion". See [KRA2] for the details of all these assertions.

12.3.1 Appendix: Approximation by Smooth Functions
At several junctures in this section we have used the idea that an integrable function may be approximated by smooth functions. We take a moment now to discuss this idea. Not all of the details appear here, but the interested reader may supply them as an exercise.

Let \( f \) be any integrable function on the interval \([0,1]\). Then \( f \) may be approximated by its Riemann sums in the following sense. Let
\[0 = x_0 < x_1 < \cdots < x_k = 1\]
be a partition of the interval. For \( j = 1, \ldots, k \) define
\[h_j(x) = \begin{cases} 0 & \text{if } 0 \leq x < x_{j-1} \\ 1 & \text{if } x_{j-1} \leq x \leq x_j \\ 0 & \text{if } x_j < x \leq 1. \end{cases}\]
Then the function
\[
Rf(x) = \sum_{j=1}^{k} f(x_j) \cdot h_j(x)
\]
is a Riemann sum for \( f \) and the expression
\[
\int_{\mathbb{R}} |f(x) - Rf(x)| \, dx
\]
is valid (\(*\)).
will be small if the mesh of the partition is sufficiently fine. In fact the expression (\ref{eq:distance}) is a standard "distance between functions" that is used in mathematical analysis (for more on the concept of "metric", see Chapter 14). We often denote this quantity by $\|f - \mathcal{R}f\|_{L^1}$ and we call it "the $L^1$ norm" or "$L^1$ distance". More generally, we call the expression

$$\int_{\mathbb{R}} |g(x)| \, dx \equiv \|g\|_{L^1}$$

the $L^1$ norm of the function $g$.

Now our strategy is to approximate each of the functions $h_j$ by a "smooth" function. Let $f(x) = 10x^3 - 15x^4 + 6x^5$. Notice that $f(0) = 0$, $f(1) = 1$, and both $f'$ and $f''$ vanish at 0 and at 1.

The model for the sort of smooth function we are looking for is

$$\psi(x) = \begin{cases} 
0 & \text{if } x < -2 \\
 f(x + 2) & \text{if } -2 \leq x \leq -1 \\
1 & \text{if } -1 < x < 1 \\
f(2 - x) & \text{if } 1 \leq x \leq 2 \\
0 & \text{if } 2 < x.
\end{cases}$$

Refer to Figure 12.1. You may calculate that this function is twice continuously differentiable. It vanishes outside the interval $[-2, 2)$. And it is identically equal to 1 on the interval $[-1, 1]$.

More generally, we will consider the functions

$$\psi_\delta(x) = \begin{cases} 
0 & \text{if } x < -1 - \delta \\
f \left( \frac{x + (1 + \delta)}{\delta} \right) & \text{if } -1 - \delta \leq x \leq -1 \\
1 & \text{if } -1 < x < 1 \\
f \left( \frac{(1 + \delta) - x}{\delta} \right) & \text{if } 1 \leq x \leq 1 + \delta \\
0 & \text{if } 1 + \delta < x.
\end{cases}$$

for $\delta > 0$ and

$$\psi_{\delta}^{[a,b]}(x) = \psi_{\delta} \left( \frac{2x - b - a}{b - a} \right)$$

for $\delta > 0$ and $a < b$. Figure 12.2 shows that $\psi_{\delta}$ is similar to the function $\psi$, but its sides are contracted so that it climbs from 0 to 1 over the
interval \([-1-\delta,-1]\) of length \(\delta\) and then descends from 1 to 0 over the interval \([1, 1+\delta]\) of length \(\delta\). The function \(\psi_{[a,b]}^{[a,b]}\) is simply the function \(\psi_{\delta}\) adapted to the interval \([a,b]\) (Figure 12.3). The function \(\psi_{\delta}^{[a,b]}\) climbs from 0 to 1 over the interval \([a-(\delta(b-a))/2,a]\) of length \(\delta(b-a)/2\) and descends from 1 to 0 over the interval \([b,b+(\delta(b-a)/2)]\) of length \(\delta(b-a)/2\).

Finally, we approximate the function \(h_j\) by \(k_j(x) \equiv \psi_{[x_j-1,x_j]}^{[x_j-1,x_j]}\) for \(j = 1,\ldots,k\). See Figure 12.4. Then the function \(f\) is approximated in \(L^1\) norm by

\[
S_f(x) = \sum_{j=1}^{k} f(x_j) \cdot k_j(x).
\]

See Figure 12.5. If \(\delta > 0\) is sufficiently small, then we can make \(\|f - S_f\|_{L^1}\) as small as we please.

The approximation by twice continuously differentiable (or \(C^2\)) functions that we have constructed here is easily modified to achieve approximation by \(C^k\) functions for any \(k\). One merely replaces the polynomial \(f\) by a polynomial that vanishes to higher order (order at least \(k\)) at 0 and at 1.
12.3 An Introduction to the Fourier Transform

Figure 12.4

Figure 12.5
12.4 Fourier Methods in the Theory of Differential Equations

In fact an entire separate book could be written about the applications of Fourier analysis to differential equations and to other parts of mathematical analysis. The subject of Fourier series grew up hand in hand with the analytical areas to which it is applied. In the present brief section we merely indicate a couple of examples.

12.4.1 Remarks on Different Fourier Notations

In Section 12.2, we found it convenient to define the Fourier coefficients of an integrable function on the interval \([0, 2\pi]\) to be

\[
\hat{f}(n) = \frac{1}{2\pi} \int_{0}^{2\pi} f(x)e^{-inx} \, dx.
\]

From the point of view of pure mathematics, this complex notation has proved to be useful, and it has become standardized.

But, in applications, there are other Fourier paradigms. They are easily seen to be equivalent to the one we have already introduced. The reader who wants to be conversant in this subject should be aware of these different ways of writing the basic ideas of Fourier series. We will introduce one of them now, and use it in the ensuing discussion.

If \(f\) is integrable on the interval \([-\pi, \pi]\) (note that, by \(2\pi\)-periodicity, this is not essentially different from \([0, 2\pi]\)), then we define the Fourier coefficients

\[
a_0 = \frac{1}{\pi} \int_{-\pi}^{\pi} f(x) \, dx,
\]

\[
a_n = \frac{1}{\pi} \int_{-\pi}^{\pi} f(x) \cos nx \, dx \quad \text{for } n \geq 1,
\]

\[
b_n = \frac{1}{\pi} \int_{-\pi}^{\pi} f(x) \sin nx \, dx \quad \text{for } n \geq 1.
\]

This new notation is not essentially different from the old, for

\[
\hat{f}(n) = \frac{1}{2} [a_n + ib_n]
\]

for \(n \geq 1\). The change in normalization (i.e., whether the constant before the integral is \(1/\pi\) or \(1/2\pi\)) is dictated by the observation that we want to exploit the fact (so that our formulas come out in a neat and elegant fashion) that

\[
\frac{1}{2\pi} \int_{0}^{2\pi} |e^{-int}|^2 \, dt = 1.
\]
in the theory from Section 12.2 and that

\[ \frac{1}{2\pi} \int_{-\pi}^{\pi} 1^2 \, dx = 1, \]

\[ \frac{1}{\pi} \int_{-\pi}^{\pi} |\cos nt|^2 \, dt = 1 \quad \text{for } n \geq 1, \]

\[ \frac{1}{\pi} \int_{-\pi}^{\pi} |\sin nt|^2 \, dt = 1 \quad \text{for } n \geq 1 \]

in the theory that we are about to develop.

It is clear that any statement (as in Section 12.2) that is formulated in the language of \( \hat{f}(n) \) is easily translated into the language of \( a_n \) and \( b_n \) and vice versa. In the present discussion we shall use \( a_n \) and \( b_n \) just because that is the custom, and because it is convenient for the points that we want to make.

### 12.4.2 The Dirichlet Problem on the Disc

We now study the two-dimensional Laplace equation, which is

\[ \Delta = \frac{\partial^2 u}{\partial x^2} + \frac{\partial^2 u}{\partial y^2} = 0. \quad (*) \]

This is probably the most important differential equation of mathematical physics. It describes a steady state heat distribution, electrical fields, and many other important phenomena of nature.

It will be useful for us to write this equation in polar coordinates. To do so, recall that

\[ r^2 = x^2 + y^2, \quad x = r \cos \theta, \quad y = r \sin \theta. \]

Thus

\[ \frac{\partial}{\partial r} = \frac{\partial x}{\partial r} \frac{\partial}{\partial x} + \frac{\partial y}{\partial r} \frac{\partial}{\partial y} = \cos \theta \frac{\partial}{\partial x} + \sin \theta \frac{\partial}{\partial y}, \]

\[ \frac{\partial}{\partial \theta} = \frac{\partial x}{\partial \theta} \frac{\partial}{\partial x} + \frac{\partial y}{\partial \theta} \frac{\partial}{\partial y} = -r \sin \theta \frac{\partial}{\partial x} + r \cos \theta \frac{\partial}{\partial y}. \]

We may solve these two equations for the unknowns \( \partial / \partial x \) and \( \partial / \partial y \). The result is

\[ \frac{\partial}{\partial x} = \cos \theta \frac{\partial}{\partial r} - \frac{\sin \theta}{r} \frac{\partial}{\partial \theta} \quad \text{and} \quad \frac{\partial}{\partial y} = \sin \theta \frac{\partial}{\partial r} - \frac{\cos \theta}{r} \frac{\partial}{\partial \theta}. \]
A tedious calculation now reveals that

\[ \Delta = \frac{\partial^2}{\partial x^2} + \frac{\partial^2}{\partial y^2} = \left( \cos \theta \frac{\partial}{\partial r} - \frac{\sin \theta}{r} \frac{\partial}{\partial \theta} \right) \left( \cos \theta \frac{\partial}{\partial r} - \frac{\sin \theta}{r} \frac{\partial}{\partial \theta} \right) \]

\[ + \left( \sin \theta \frac{\partial}{\partial r} - \frac{\cos \theta}{r} \frac{\partial}{\partial \theta} \right) \left( \sin \theta \frac{\partial}{\partial r} - \frac{\cos \theta}{r} \frac{\partial}{\partial \theta} \right) \]

\[ = \frac{\partial^2}{\partial r^2} + \frac{1}{r} \frac{\partial}{\partial r} + \frac{1}{r^2} \frac{\partial^2}{\partial \theta^2}. \]

Let us use the so-called separation of variables method to analyze our partial differential equation (*). We will seek a solution \( w = w(r, \theta) = u(r) \cdot v(\theta) \) of the Laplace equation. Using the polar form, we find that this leads to the equation

\[ u''(r) \cdot v(\theta) + \frac{1}{r} u'(r) \cdot v(\theta) + \frac{1}{r^2} u(r) \cdot v''(\theta) = 0. \]

Thus

\[ \frac{r^2 u''(r) + ru'(r)}{u(r)} = -\frac{v''(\theta)}{v(\theta)}. \]

Since the left-hand side depends only on \( r \), and the right-hand side only on \( \theta \), both sides must be constant. Denote the common constant value by \( \lambda \).

Then we have

\[ v'' + \lambda v = 0 \]

(*)

and

\[ r^2 u'' + ru' - \lambda u = 0. \]

(**)

If we demand that \( v \) be continuous and periodic, then we must insist that \( \lambda > 0 \) and in fact that \( \lambda = n^2 \) for some nonnegative integer \( n \).

For \( n = 0 \) the only suitable solution is \( v \equiv \text{constant} \) and for \( n > 0 \) the general solution (with \( \lambda = n^2 \)) is

\[ y = A \cos n\theta + B \sin n\theta, \]

as you can verify directly.

We set \( \lambda = n^2 \) in equation (**) and obtain

\[ r^2 u'' + ru' - n^2 u = 0. \]

(†)

---

1 More explicitly, \( \lambda = 0 \) gives a linear function for a solution and \( \lambda < 0 \) gives an exponential function for a solution.
which is Euler's equidimensional equation. The change of variables
\( r = e^z \) transforms this equation to a linear equation with constant co-
efficients, and that can in turn be solved with standard techniques. To
wit, the equation that we now have is

\[ u'' - n^2 u = 0. \]

The variable is now \( z \). We guess a solution of the form \( u(z) = e^{az} \). Thus

\[ \alpha^2 e^{az} - n^2 e^{az} = 0 \]

so that

\[ \alpha^2 = \pm n. \]

Hence the solutions of (†) are

\[ u(z) = e^{nz} \quad \text{and} \quad u(z) = e^{-nz} \]

provided that \( n \neq 0 \). It follows that the solutions of the original Euler
equation (‡) are

\[ u(r) = r^n \quad \text{and} \quad u(r) = r^{-n} \quad \text{for} \ n \neq 0. \]

In case \( n = 0 \) the solution is readily seen to be \( u = 1 \) or \( u = \ln r \).

The result is

\[ u = A + B \ln r \quad \text{if} \ n = 0; \]
\[ u = Ar^n + Br^{-n} \quad \text{if} \ n = 1, 2, 3, \ldots. \]

We are most interested in solutions \( u \) that are continuous at the origin;
so we take \( B = 0 \) in all cases. The resulting solutions are

\[ n = 0, \quad w = \text{a constant} \ a_0/2; \]
\[ n = 1, \quad w = r(a_1 \cos \theta + b_1 \sin \theta); \]
\[ n = 2, \quad w = r^2(a_2 \cos 2\theta + b_2 \sin 2\theta); \]
\[ n = 3, \quad w = r^3(a_3 \cos 3\theta + b_3 \sin 3\theta); \]
\[ \ldots \]

Of course any finite sum of solutions of Laplace's equation is also a
solution. The same is true for infinite sums. Thus we are led to consider

\[ w = w(r, \theta) = \frac{1}{2}a_0 + \sum_{j=0}^{\infty} r^j(a_j \cos j\theta + b_j \sin j\theta). \]

On a formal level, letting \( r \to 1^- \) in this last expression gives

\[ \frac{1}{2}a_0 + \sum_{j=1}^{\infty} (a_j \cos j\theta + b_j \sin j\theta). \]
We draw all these ideas together with the following physical rubric. Consider a thin aluminum disc of radius 1, and imagine applying a heat distribution to the boundary of that disc. In polar coordinates, this distribution is specified by a function $f(\theta)$. We seek to understand the steady-state heat distribution on the entire disc. See Figure 12.6. So we seek a function $w(r, \theta)$, continuous on the closure of the disc, which agrees with $f$ on the boundary and which represents the steady-state distribution of heat inside. Some physical analysis shows that such a function $w$ is the solution of the boundary value problem

$$\Delta w = 0,$$

$$w|_{\partial D} = f.$$

According to the calculations we performed prior to this last paragraph, a natural approach to this problem is to expand the given function $f$ in its sine/cosine series:

$$f(\theta) = \frac{1}{2} a_0 + \sum_{j=1}^{\infty} (a_j \cos j\theta + b_j \sin j\theta)$$

and then posit that the $w$ we seek is

$$w(r, \theta) = \frac{1}{2} a_0 + \sum_{j=1}^{\infty} r^j (a_j \cos j\theta + b_j \sin j\theta).$$

This process is known as solving the Dirichlet problem on the disc with boundary data $f$. 
Example 12.2

Let us follow the paradigm just sketched to solve the Dirichlet problem on the disc with \( f(\theta) = 1 \) on the top half of the boundary and \( f(\theta) = -1 \) on the bottom half of the boundary. See Figure 12.7.

It is straightforward to calculate that the Fourier series (sine series) expansion for this \( f \) is

\[
\frac{4}{\pi} \left( \sin \theta + \frac{\sin 3\theta}{3} + \frac{\sin 5\theta}{5} + \cdots \right).
\]

The solution of the Dirichlet problem is therefore

\[
w(r, \theta) = \frac{4}{\pi} \left( r \sin \theta + \frac{r^3 \sin 3\theta}{3} + \frac{r^5 \sin 5\theta}{5} + \cdots \right).
\]

\[\square\]

12.4.3 The Poisson Integral

In the last section we have presented a formal procedure with series for solving the Dirichlet problem. But in fact it is possible to produce a closed formula for this solution. This we now do.

Referring back to our sine series expansion for \( f \), and the resulting expansion for the solution of the Dirichlet problem, we recall for \( j \geq 1 \) that

\[
a_j = \frac{1}{\pi} \int_{-\pi}^{\pi} f(\phi) \cos j\phi \, d\phi \quad \text{and} \quad b_j = \frac{1}{\pi} \int_{-\pi}^{\pi} f(\phi) \sin j\phi \, d\phi.
\]
Thus

\[
w(r, \theta) = \frac{1}{2} a_0 + \sum_{j=1}^{\infty} r^j \left( \frac{1}{\pi} \int_{-\pi}^{\pi} f(\phi) \cos j\phi \, d\phi \cos j\theta \right.
\]
\[
+ \frac{1}{\pi} \int_{-\pi}^{\pi} f(\phi) \sin j\phi \, d\phi \sin j\theta \Big) .
\]

This, in turn, equals

\[
\frac{1}{2} a_0 + \frac{1}{\pi} \sum_{j=1}^{\infty} r^j \int_{-\pi}^{\pi} f(\phi) \left[ \cos j\phi \cos j\theta + \sin j\phi \sin j\theta \, d\phi \right]
\]
\[
= \frac{1}{2} a_0 + \frac{1}{\pi} \sum_{j=1}^{\infty} r^j \int_{-\pi}^{\pi} f(\phi) \left[ \cos j(\theta - \phi) \, d\phi \right] .
\]

We finally simplify our expression to

\[
w(r, \theta) = \frac{1}{\pi} \int_{-\pi}^{\pi} f(\phi) \left[ \frac{1}{2} + \sum_{j=1}^{\infty} r^j \cos j(\theta - \phi) \right] \, d\phi .
\]

It behooves us, therefore, to calculate the sum inside the integral. For simplicity, we let \( \alpha = \theta - \phi \) and then we let

\[
z = re^{i\alpha} = r(\cos \alpha + i \sin \alpha) .
\]

Likewise

\[
z^n = r^n e^{in\alpha} = r^n (\cos n\alpha + i \sin n\alpha) .
\]

Let \( \text{Re} \, z \) denote the real part of the complex number \( z \). Then

\[
\frac{1}{2} + \sum_{j=1}^{\infty} r^j \cos j\alpha = \text{Re} \left[ \frac{1}{2} + \sum_{j=1}^{\infty} z^j \right]
\]
\[
= \text{Re} \left[ \frac{1}{2} + \frac{1}{1 - z} \right]
\]
\[
= \text{Re} \left[ \frac{1 + z}{2(1 - z)} \right]
\]
\[
= \text{Re} \left[ \frac{(1 + z)(1 - \overline{z})}{2|1 - z|^2} \right]
\]
\[
= \frac{1 - |z|^2}{2|1 - z|^2}
\]
\[
= \frac{1 - r^2}{2(1 - 2r \cos \alpha + r^2)} .
\]
Putting the result of this calculation into our original formula for $w$ we finally obtain the Poisson integral formula:

$$w(r, \theta) = \frac{1}{2\pi} \int_{-\pi}^{\pi} \frac{1 - r^2}{1 - 2r \cos \alpha + r^2} f(\phi) \, d\phi.$$ 

Observe what this formula does for us: It expresses the solution of the Dirichlet problem with boundary data $f$ as an explicit integral of a universal expression (called a kernel) against that data function $f$.

There is a great deal of information about $w$ and its relation to $f$ contained in this formula. As just one simple instance, we note that when $r$ is set equal to 0 then we obtain

$$w(0, \theta) = \frac{1}{2\pi} \int_{-\pi}^{\pi} f(\phi) \, d\phi.$$ 

This says that the value of the steady-state heat distribution at the origin is just the average value of $f$ around the circular boundary.

**Example 12.3**

Let us use the Poisson integral formula to solve the Dirichlet problem for the boundary data $f(\phi) = e^{2i\phi}$. We know that the solution is given by

$$w(r, \theta) = \frac{1}{2\pi} \int_{-\pi}^{\pi} \frac{1 - r^2}{1 - 2r \cos \alpha + r^2} f(\phi) \, d\phi$$

$$= \frac{1}{2\pi} \int_{-\pi}^{\pi} \frac{1 - r^2}{1 - 2r \cos \alpha + r^2} e^{2i\phi} \, d\phi.$$ 

With some effort, one can evaluate this integral to find that

$$w(r, \theta) = r^2 e^{2i\theta}.$$ 

In complex notation, $w$ is the function $z \mapsto z^2$. 

**12.4.4 The Wave Equation**

We consider the wave equation

$$a^2 y_{xx} = y_{tt}$$

on the interval $[0, \pi]$ with the boundary conditions

$$y(0, t) = 0$$

and

$$y(\pi, t) = 0.$$
This equation, with boundary conditions, is a mathematical model for a vibrating string with the ends (at $x = 0$ and $x = \pi$) pinned down. The function $y(x, t)$ describes the ordinate of the point $x$ on the string at time $t$. See Figure 12.8.

Physical considerations dictate that we also impose the initial conditions

$$\frac{\partial y}{\partial t} \bigg|_{t=0} = 0$$

(indicating that the initial velocity of the string is 0) and

$$y(x, 0) = f(x)$$

(indicating that the initial configuration of the string is the graph of the function $f$).

We solve the wave equation using a version of separation of variables. For convenience, we assume that the constant $a = 1$. We guess a solution of the form $u(x, t) = u(x) \cdot v(t)$. Putting this guess into the differential equation

$$u_{xx} = u_{tt}$$

gives

$$u''(x)v(t) = u(x)v''(t).$$

We may obviously separate variables, in the sense that we may write

$$\frac{u''(x)}{u(x)} = \frac{v''(t)}{v(t)}.$$
The left-hand side depends only on $x$ while the right-hand side depends only on $t$. The only way this can be true is if

$$\frac{u''(x)}{u(x)} = \lambda = \frac{v''(t)}{v(t)}$$

for some constant $\lambda$. But this gives rise to two second-order linear, ordinary differential equations that we can solve explicitly:

$$u'' = \lambda \cdot u \quad (\ast)$$

$$v'' = \lambda \cdot v \quad (\ast\ast)$$

Observe that this is the same constant $\lambda$ in both of these equations. Now, as we have already discussed, we want the initial configuration of the string to pass through the points $(0, 0)$ and $(\pi, 0)$. We can achieve these conditions by solving $(\ast)$ with $u(0) = 0$ and $u(\pi) = 0$.

This problem has a nontrivial solution if and only if $\lambda = n^2$ for some positive integer $n$, and the corresponding function is

$$u_n(x) = \sin nx.$$  

For this same $\lambda$, the general solution of $(\ast\ast)$ is

$$v(t) = A \sin nt + B \cos nt.$$  

If we impose the requirement that $v'(0) = 0$, so that $(\dagger)$ is satisfied, then $A = 0$ and we find the solution

$$v(t) = B \cos nt.$$  

This means that the solution we have found of our differential equation with the given boundary and initial conditions is

$$y_n(x, t) = \sin nx \cos nt. \quad (\ast\ast\ast)$$  

And in fact any finite sum with constant coefficients (or linear combination) of these solutions will also be a solution:

$$y = \alpha_1 \sin x \cos t + \alpha_2 \sin 2x \cos 2t + \cdots \alpha_k \sin kx \cos kt.$$  

This is called the "principle of superposition".

Ignoring the rather delicate issue of convergence, we may claim that any infinite linear combination of the solutions $(\ast\ast\ast)$ will also be a solution:

$$y = \sum_{j=1}^{\infty} b_j \sin jx \cos jt. \quad (\ast)$$
Now we must examine the final condition (\(\ddagger \ddagger\)). The mandate \(y(x, 0) = f(x)\) translates to

\[
\sum_{j=1}^{\infty} b_j \sin jx = y(x, 0) = f(x) \tag{**}
\]

or

\[
\sum_{j=1}^{\infty} b_j u_j(x) = y(x, 0) = f(x). \tag{***}
\]

Thus we demand that \(f\) have a valid Fourier series expansion. We know from our studies earlier in this chapter that such an expansion is valid for a rather broad class of functions \(f\). Thus the wave equation is solvable in considerable generality.

We know that our eigenfunctions \(u_j\) satisfy

\[
u''_m = -m^2 u_m \quad \text{and} \quad u''_n = -n^2 u_n.
\]

Multiply the first equation by \(u_n\) and the second by \(u_m\) and subtract. The result is

\[
u_n u'_m - u_m u'_n = (n^2 - m^2) u_n u_m
\]

or

\[
[u_n u'_m - u_m u'_n]' = (n^2 - m^2) u_n u_m.
\]

We integrate both sides of this last equation from 0 to \(\pi\) and use the fact that \(u_j(0) = u_j(\pi) = 0\) for every \(j\). The result is

\[
0 = [u_n u'_m - u_m u'_n]_0^{\pi} = (n^2 - m^2) \int_0^\pi u_m(x) u_n(x) \, dx.
\]

Thus

\[
\int_0^\pi \sin nx \sin mx \, dx = 0 \quad \text{for } n \neq m \tag{\(\ddagger\ddagger\)}
\]

or

\[
\int_0^\pi u_m(x) u_n(x) \, dx = 0 \quad \text{for } n \neq m. \tag{\(\ddagger\ddagger\ddagger\)}
\]

Of course this is a standard fact from calculus. It played an important (tacit) role in Section 12.2, when we first learned about Fourier series. It is commonly referred to as an "orthogonality condition," and is fundamental to the Fourier theory and the more general Sturm-Liouville theory. We now see how the condition arises naturally from the differential equation.
12.4 Fourier Methods in the Theory of Differential Equations

In view of the orthogonality condition $\langle \cdot, \cdot \rangle$, it is natural to integrate both sides of (12.5) against $u_k(x)$. The result is

$$
\int_0^\pi f(x) \cdot u_k(x) \, dx = \int_0^\pi \left[ \sum_{j=0}^\infty b_j u_j(x) \right] \cdot u_k(x) \, dx
$$

$$
= \sum_{j=0}^\infty b_j \int_0^\pi u_j(x)u_k(x) \, dx
$$

$$
= \frac{\pi}{2} b_k.
$$

The $b_k$ are the Fourier coefficients that we studied in earlier in this chapter.

Certainly Fourier analysis has been one of the driving forces in the development of modern analysis. Questions of sets of convergence for Fourier series led to Cantor's set theory. Other convergence questions led to Dirichlet's original definition of convergent series. Riemann's theory of the integral first occurs in his classic paper on Fourier series. In turn, the tools of analysis shed much light on the fundamental questions of Fourier theory.

In more modern times, Fourier analysis was an impetus to the development of functional analysis, pseudodifferential operators, and many of the other key ideas in the subject. It continues to enjoy a symbiotic relationship with many of the newest and most incisive ideas in mathematical analysis.

One of the modern vectors in harmonic analysis is the development of wavelet theory. This is a "designer" version of harmonic analysis that allows the user to customize the building blocks. That is to say: classically, harmonic analysis taught us to build up functions from sines and cosines; wavelet theory allows us to build up functions from units that are tailored to the problem at hand. This has proved to be a powerful tool for signal processing, signal compression, and many other contexts in which a fine and rapid analysis is desirable. In Chapter 15 we give a rapid and empirical introduction to wavelets, concentrating more on effects than on rigor. The chapter makes more than the usual demands on the reader, and certainly requires an occasional suspension of disbelief. The reward is a rich and promising theory, together with an invitation to further reading and study.
Exercises

1. Find the Fourier series of the function

\[ f(x) = \begin{cases} \pi & \text{if } -\pi \leq x \leq \frac{\pi}{2} \\ 0 & \text{if } \frac{\pi}{2} < x \leq \pi. \end{cases} \]

2. Find the Fourier series for the function

\[ f(x) = \begin{cases} 0 & \text{if } -\pi \leq x < 0 \\ 1 & \text{if } 0 \leq x \leq \frac{\pi}{2} \\ 0 & \text{if } \frac{\pi}{2} < x \leq \pi. \end{cases} \]

3. Find the Fourier series of the function

\[ f(x) = \begin{cases} 0 & \text{if } -\pi \leq x < 0 \\ \sin x & \text{if } 0 \leq x \leq \pi. \end{cases} \]

4. Solve Exercise 3 with \( \sin x \) replaced by \( \cos x \).

5. Find the Fourier series for each of these functions. Pay special attention to the reasoning used to establish your conclusions; consider alternative lines of thought.

(a) \( f(x) = \pi \), \(-\pi \leq x \leq \pi\)
(b) \( f(x) = \sin x \), \(-\pi \leq x \leq \pi\)
(c) \( f(x) = \cos x \), \(-\pi \leq x \leq \pi\)
(d) \( f(x) = \pi + \sin x + \cos x \), \(-\pi \leq x \leq \pi\)

Solve Exercises 6 and 7 without actually calculating the Fourier coefficients.

6. Find the Fourier series for the function given by

(a) \( f(x) = \begin{cases} -a & \text{if } -\pi \leq x < 0 \\ a & \text{if } 0 \leq x \leq \pi \end{cases} \)

for \( a \) a positive real number.

(b) \( f(x) = \begin{cases} -1 & \text{if } -\pi \leq x < 0 \\ 1 & \text{if } 0 \leq x \leq \pi \end{cases} \)
(c) 
\[ f(x) = \begin{cases} 
-\frac{\pi}{4} & \text{if } -\pi \leq x < 0 \\
\frac{\pi}{4} & \text{if } 0 \leq x \leq \pi 
\end{cases} \]

(d) 
\[ f(x) = \begin{cases} 
-1 & \text{if } -\pi \leq x < 0 \\
2 & \text{if } 0 \leq x \leq \pi 
\end{cases} \]

(e) 
\[ f(x) = \begin{cases} 
1 & \text{if } -\pi \leq x < 0 \\
2 & \text{if } 0 \leq x \leq \pi 
\end{cases} \]

7. Find the Fourier series for the periodic function defined by
\[ f(x) = \begin{cases} 
-\pi & \text{if } -\pi \leq x < 0 \\
x & \text{if } 0 \leq x < \pi 
\end{cases} \]
Sketch the graph of the sum of this series on the interval \(-5\pi \leq x \leq 5\pi\) and find what numerical sums are implied by the convergence behavior at the points of discontinuity \(x = 0\) and \(x = \pi\).

8. (a) Show that the Fourier series for the periodic function
\[ f(x) = \begin{cases} 
0 & \text{if } -\pi \leq x < 0 \\
x^2 & \text{if } 0 \leq x < \pi 
\end{cases} \]
is
\[ f(x) = \frac{\pi^2}{6} + 2 \sum_{j=1}^{\infty} \left( -1 \right)^j \frac{\cos(jx)}{j^2} + \pi \sum_{j=1}^{\infty} \left( -1 \right)^j \frac{\sin(jx)}{j} - \frac{4}{\pi} \sum_{j=1}^{\infty} \frac{\sin(2j-1)x}{(2j-1)^3} . \]

(b) Sketch the graph of the sum of this series on the interval \(-5\pi \leq x \leq 5\pi\).

(c) Use the series in part (a) with \(x = 0\) and \(x = \pi\) to obtain the two sums
\[ 1 - \frac{1}{2^2} + \frac{1}{3^2} - \frac{1}{4^2} + \cdots = \frac{\pi^2}{12} \]
and
\[ 1 + \frac{1}{2^2} + \frac{1}{3^2} + \frac{1}{4^2} + \cdots = \frac{\pi^2}{6} . \]

(d) Derive the second sum in (c) from the first. \textit{Hint:} Add \(2 \sum_{j=1}^{\infty} \left( 1/[2j] \right)^2\) to both sides.
9. (a) Find the Fourier series for the periodic function defined by
   \( f(x) = e^x, \quad -\pi \leq x \leq \pi. \) \text{Hint:} Recall that \( \sinh x = \frac{e^x - e^{-x}}{2}. \)

(b) Sketch the graph of the sum of this series on the interval
   \(-5\pi \leq x \leq 5\pi.\)

(c) Use the series in (a) to establish the sums
   \[
   \sum_{j=1}^{\infty} \frac{1}{j^2 + 1} = \frac{1}{2} \left( \frac{\pi}{\tanh \pi} - 1 \right)
   \]
   and
   \[
   \sum_{j=1}^{\infty} \frac{(-1)^j}{j^2 + 1} = \frac{1}{2} \left( \frac{\pi}{\sinh \pi} - 1 \right).
   \]

10. Determine whether each of the following functions is even, odd, or neither:

   \( x^5 \sin x, \quad x^2 \sin 2x, \quad e^x, \quad (\sin x)^3, \quad \sin x^2, \quad \cos(x + x^3), \quad x + x^2 + x^3, \quad \ln \frac{1 + x}{1 - x}. \)

11. Show that any function \( f \) defined on a symmetrically placed interval can be written as the sum of an even function and an odd function. \text{Hint:} \( f(x) = \frac{1}{2}[f(x) + f(-x)] + \frac{1}{2}[f(x) - f(-x)]. \)

12. Find the Fourier series for the function of period \( 2\pi \) defined by
   \( f(x) = \cos x/2, \quad -\pi \leq x \leq \pi. \) Sketch the graph of the sum of this series on the interval \(-5\pi \leq x \leq 5\pi.\)

13. Find the Fourier series for the \( 2\pi \)-periodic function defined on its fundamental period \([-\pi, \pi]\) by
   \[
   f(x) = \begin{cases} 
   x + \frac{\pi}{2} & \text{if } -\pi \leq x < 0 \\
   -x + \frac{\pi}{2} & \text{if } 0 \leq x \leq \pi
   \end{cases}
   \]

   (a) by computing the Fourier coefficients directly;

   (b) using the formula
   \[
   |x| = \frac{\pi}{2} - \frac{4}{\pi} \left( \cos x + \frac{\cos 3x}{3^2} + \frac{\cos 5x}{5^2} + \cdots \right)
   \]
   from the text.

   Sketch the graph of the sum of this series (a triangular wave) on the interval \(-5\pi \leq x \leq 5\pi.\)
14. The functions \( \sin^2 x \) and \( \cos^2 x \) are both even. Show, without using any calculations, that the identities

\[
\sin^2 x = \frac{1}{2}(1 - \cos 2x) = \frac{1}{2} - \frac{1}{2} \cos 2x
\]

and

\[
\cos^2 x = \frac{1}{2}(1 + \cos 2x) = \frac{1}{2} + \frac{1}{2} \cos 2x
\]

are actually the Fourier series expansions of these functions.

15. Prove the trigonometric identities

\[
\sin^3 x = \frac{3}{4} \sin x - \frac{1}{4} \sin 3x \quad \text{and} \quad \cos^3 x = \frac{3}{4} x + \frac{1}{4} \cos 3x
\]

and show briefly, without calculation, that these are the Fourier series expansions of the functions \( \sin^3 x \) and \( \cos^3 x \).

16. Show that

\[
\frac{L}{2} - x = \frac{L}{\pi} \sum_{j=1}^{\infty} \frac{1}{j} \sin \frac{2j\pi x}{L}, \quad 0 < x < L.
\]

17. Find the cosine series for the function defined on the interval \( 0 < x < 1 \) by \( f(x) = x^2 - x + 1/6 \). This is a special instance of the Bernoulli polynomials.

Solve the following two exercises without worrying about convergence of series or differentiability of functions.

* 18. If \( y = F(x) \) is an arbitrary function, then \( y = F(x + at) \) represents a wave of fixed shape that moves to the left along the \( x \)-axis with velocity \( a \) (Figure 12.9).

Similarly, if \( y = G(x) \) is another arbitrary function, then \( y = G(x - at) \) is a wave moving to the right, and the most general one-dimensional wave with velocity \( a \) is

\[
y(x, t) = F(x + at) + G(x - at). \tag{\*}
\]

(a) Show that \( \text{(*)} \) satisfies the wave equation.
(b) It is easy to see that the constant \( a \) in the wave equation has the dimensions of velocity. Also, it is intuitively clear that if a stretched string is disturbed, then the waves will move in both directions away from the source of the disturbance. These considerations suggest introducing the new variables \( \alpha = x + at, \beta = x - at \). Show that with these independent variables, equation (6) becomes

\[
\frac{\partial^2 y}{\partial \alpha \partial \beta} = 0.
\]

From this derive (*) by integration. Formula (*) is called d’Alembert’s solution of the wave equation. It was also obtained, slightly later and independently, by Euler.

* 19. Consider an infinite string stretched taut on the \( x \)-axis from \(-\infty\) to \(+\infty\). Let the string be drawn aside into a curve \( y = f(x) \) and released, and assume that its subsequent motion is described by the wave equation.

(a) Use (*) in Exercise 18 to show that the string’s displacement is given by d’Alembert’s formula

\[
y(x, t) = \frac{1}{2} \left[ f(x + at) + f(x - at) \right].
\]

**Hint:** Remember the initial conditions (7) and (8).
(b) Assume further that the string remains motionless at the points \( x = 0 \) and \( x = \pi \) (such points are called nodes), so that \( y(0, t) = y(\pi, t) = 0 \), and use (**) to show that \( f \) is an odd function that is periodic with period \( 2\pi \) (that is, \( f(-x) = f(x) \) and \( f(x + 2\pi) = f(x) \)).

(c) Show that since \( f \) is odd and periodic with period \( 2\pi \) then \( f \) necessarily vanishes at 0 and \( \pi \).

20. Solve the vibrating string problem in the text if the initial shape \( y(x, 0) = f(x) \) is specified by the given function. In each case, sketch the initial shape of the string on a set of axes.

(a) 
\[
f(x) = \begin{cases} 
2cx/\pi & \text{if } 0 \leq x \leq \pi/2 \\
2c(\pi - x)/\pi & \text{if } \pi/2 \leq x \leq \pi
\end{cases}
\]

(b) 
\[
f(x) = \frac{1}{\pi} x(\pi - x)
\]

(c) 
\[
f(x) = \begin{cases} 
x & \text{if } 0 \leq x \leq \pi/4 \\
\pi/4 & \text{if } \pi/4 < x < 3\pi/4 \\
\pi - x & \text{if } 3\pi/4 \leq x \leq \pi
\end{cases}
\]

* 21. Solve the vibrating string problem in the text if the initial shape \( y(x, 0) = f(x) \) is that of a single arch of the sine curve \( f(x) = c \sin x \). Show that the moving string always has the same general shape, regardless of the value of \( c \). Do the same for functions of the form \( f(x) = c \sin nx \). Show in particular that there are \( n - 1 \) points between \( x = 0 \) and \( x = \pi \) at which the string remains motionless; these points are called nodes, and these solutions are called standing waves. Draw sketches to illustrate the movement of the standing waves.

22. The problem of the struck string is that of solving the wave equation with the boundary conditions

\[
y(0, t) = 0, \quad y(\pi, t) = 0
\]

and the initial conditions

\[
\frac{\partial y}{\partial t} \bigg|_{t=0} = g(x) \quad \text{and} \quad y(x, 0) = 0.
\]

[These initial conditions reflect the fact that the string is initially in the equilibrium position, and has an initial velocity \( g(x) \) at the
point $x$ as a result of being struck.] By separating variables and proceeding formally, obtain the solution

$$y(x, t) = \sum_{j=1}^{\infty} c_j \sin jx \sin jat,$$

where

$$c_j = \frac{2}{\pi ja} \int_{0}^{\pi} g(x) \sin jx \, dx.$$

23. Solve the boundary value problem

$$a^2 \frac{\partial^2 w}{\partial x^2} = \frac{\partial w}{\partial t},$$

$$w(x, 0) = f(x),$$

$$w(0, t) = 0,$$

$$w(\pi, t) = 0$$

if the last three conditions—the boundary conditions—are changed to

$$w(x, 0) = f(x),$$

$$w(0, t) = w_1,$$

$$w(\pi, t) = w_2.$$

Hint: Write $w(x, t) = W(x, t) + g(x)$.

* 24. Suppose that the lateral surface of the thin rod that we analyzed in the text is not insulated, but in fact radiates heat into the surrounding air. If Newton's law of cooling (that a body cools at a rate proportional to the difference of its temperature with the temperature of the surrounding air) is assumed to apply, then show that the 1-dimensional heat equation becomes

$$a^2 \frac{\partial^2 w}{\partial x^2} = \frac{\partial w}{\partial t} + c(w - w_0)$$

where $c$ is a positive constant and $w_0$ is the temperature of the surrounding air.

* 25. In Exercise 24, find $w(x, t)$ if the ends of the rod are kept at $0^\circ C$, $w_0 = 0^\circ C$, and the initial temperature distribution on the rod is $f(x)$.

26. In the solution of the heat equation, suppose that the ends of the rod are insulated instead of being kept fixed at $0^\circ C$. What are the new boundary conditions? Find the temperature $w(x, t)$ in this case by using just common sense.
27. Solve the problem of finding $w(x,t)$ for the rod with insulated ends at $x = 0$ and $x = \pi$ (see the preceding exercise) if the initial temperature distribution is given by $w(x,0) = f(x)$.

* 28. The 2-dimensional heat equation is

$$a^2 \left( \frac{\partial^2 w}{\partial x^2} + \frac{\partial^2 w}{\partial y^2} \right) = \frac{\partial w}{\partial t}.$$ 

Use the method of separation of variables to find a steady-state solution of this equation in the infinite strip of the $x$-$y$ plane bounded by the lines $x = 0$, $x = \pi$, and $y = 0$ if the following boundary conditions are satisfied:

$$w(0, y) = 0 \quad w(\pi, y) = 0$$
$$w(x, 0) = f(x) \quad \lim_{y \to +\infty} w(x, y) = 0.$$ 

29. Derive the 3-dimensional heat equation

$$a^2 \left( \frac{\partial^2 w}{\partial x^2} + \frac{\partial^2 w}{\partial y^2} + \frac{\partial^2 w}{\partial z^2} \right) = \frac{\partial w}{\partial t}$$

by adapting the reasoning in the text to the case of a small box with edges $\Delta x$, $\Delta y$, $\Delta z$ contained in a region $R$ in $x$-$y$-$z$ space where the temperature function $w(x, y, z, t)$ is sought. **Hint**: Consider the flow of heat through two opposite faces of the box, first perpendicular to the $x$-axis, then perpendicular to the $y$-axis, and finally perpendicular to the $z$-axis.

30. Solve the Dirichlet problem for the unit disc when the boundary function $f(\theta)$ is defined by

(a) $f(\theta) = \cos \theta / 2$, $-\pi \leq \theta \leq \pi$
(b) $f(\theta) = \theta$, $-\pi < \theta < \theta$
(c) $f(\theta) = \begin{cases} 0 & \text{if } -\pi \leq \theta < 0 \\ \sin \theta & \text{if } 0 \leq \theta \leq \pi \end{cases}$
(d) $f(\theta) = \begin{cases} 0 & \text{if } -\pi \leq \theta < 0 \\ 1 & \text{if } 0 \leq \theta \leq \pi \end{cases}$
(e) $f(\theta) = \theta^2 / 4$, $-\pi \leq \theta \leq \pi$

31. Show that the Dirichlet problem for the disc $\{(x, y) : x^2 + y^2 \leq R^2 \}$, where $f(\theta)$ is the boundary function, has the solution

$$w(r, \theta) = \frac{1}{2} a_0 + \sum_{j=1}^{\infty} \left( \frac{r}{R} \right)^j \left( a_j \cos j\theta + b_j \sin j\theta \right)$$
where $a_j$ and $b_j$ are the Fourier coefficients of $f$. Show also that the Poisson integral formula for this more general disc setting is

$$w(r, \theta) = \frac{1}{2\pi} \int_{-\pi}^{\pi} \frac{R^2 - r^2}{R^2 - 2Rr \cos(\theta - \phi) + r^2} f(\phi) \, d\phi.$$ 

* 32. Let $w$ be a harmonic function in a planar region, and let $C$ be any circle entirely contained (along with its interior) in this region. Prove that the value of $w$ at the center of $C$ is the average of its values on the circumference.

* 33. If $w = F(x, y) = F(r, \theta)$, with $x = r \cos \theta$ and $y = r \sin \theta$, then show that

$$\frac{\partial^2 w}{\partial x^2} + \frac{\partial^2 w}{\partial y^2} = \frac{1}{r} \left\{ \frac{\partial}{\partial r} \left( r \frac{\partial w}{\partial r} \right) + \frac{1}{r} \frac{\partial^2 w}{\partial \theta^2} \right\}.$$ 

Hint: We can calculate that

$$\frac{\partial w}{\partial r} = \frac{\partial w}{\partial x} \cos \theta + \frac{\partial w}{\partial y} \sin \theta \quad \text{and} \quad \frac{\partial w}{\partial \theta} = \frac{\partial w}{\partial x} (-r \sin \theta) + \frac{\partial w}{\partial y} (r \cos \theta)$$

Similarly, compute $\frac{\partial}{\partial r} \left( r \frac{\partial w}{\partial r} \right)$ and $\frac{\partial^2 w}{\partial \theta^2}$.

34. It would be quite difficult to calculate the relevant integrals for this problem by hand. Instead, use your symbol manipulation software, such as Maple or Mathematica, to calculate the Poisson integral of the given function on $[-\pi, \pi]$.

(a) $f(\theta) = \ln^2 \theta$
(b) $f(\theta) = \theta^3 \cdot \cos \theta$
(c) $f(\theta) = e^\theta \cdot \sin \theta$
(d) $f(\theta) = e^\theta \cdot \ln \theta$

35. Calculate the Fourier transform of $f(x) = x \cdot \chi_{[0,1]}$.

36. Calculate the Fourier transform of $g(x) = \cos x \cdot \chi_{[0,2]}$.

37. If $f, g$ are integrable functions on $\mathbb{R}$ then define their convolution to be

$$h(x) = f \ast g(x) = \int_{\mathbb{R}} f(x - t) g(t) \, dt.$$ 

Prove that

$$\widehat{h}(\xi) = \widehat{f}(\xi) \cdot \widehat{g}(\xi).$$

* 38. Let $f$ be a function on $\mathbb{R}$ that vanishes outside a compact set. Prove that $\widehat{f}$ does not vanish outside any compact set.
Chapter 13

Functions of Several Variables

13.1 Review of Linear Algebra

When we first learn linear algebra, the subject is difficult because it is not usually presented in the context of applications. Now we will see one of the most important applications of linear algebra: to provide a language in which to do analysis of several real variables. We first give a quick review of linear algebra.

The principal properties of a vector space are that it have an additive structure and an operation of scalar multiplication. If \( u = (u_1, u_2, \ldots, u_k) \) and \( v = (v_1, v_2, \ldots, v_k) \) are elements of \( \mathbb{R}^k \) and \( a \in \mathbb{R} \) then define the operations of addition and scalar multiplication as follows:

\[
\begin{align*}
    u + v &= (u_1 + v_1, u_2 + v_2, \ldots, u_k + v_k) \\
    a \cdot u &= (au_1, au_2, \ldots, au_k).
\end{align*}
\]

Notice that the vector \( 0 = (0, 0, \ldots, 0) \) is the additive identity: \( u + 0 = u \) for any element \( u \in \mathbb{R}^k \). Also every element \( u = (u_1, u_2, \ldots, u_k) \in \mathbb{R}^k \) has an additive inverse \( -u = (-u_1, -u_2, \ldots, -u_k) \) that satisfies \( u + (-u) = 0 \).

Example 13.1

We have

\[
(3, -2, 7) + (4, 1, -9) = (7, -1, -2)
\]

and

\[
5 \cdot (3, -2, 7, 14) = (15, -10, 35, 70).
\]

The first major idea in linear algebra is that of linear dependence:
Definition 13.1 A collection of elements $u_1, u_2, \ldots, u^m \in \mathbb{R}^k$ is said to be linearly dependent if there exist constants $a_1, a_2, \ldots, a_m$, not all zero, such that

$$\sum_{j=1}^{m} a_j u^j = 0.$$ 

Example 13.2

The vectors $u = (1, 3, 4), v = (2, -1, -3), \text{ and } w = (5, 1, -2)$ are linearly dependent because $1 \cdot u + 2 \cdot v - 1 \cdot w = 0$.

However, the vectors $u' = (1, 0, 0), v' = (0, 1, 1), \text{ and } w' = (1, 0, 1)$ are not linearly dependent since if there were constants $a, b, c$ such that

$$a u' + b v' + c w' = 0$$

then

$$(a + c, b, b + c) = 0.$$ 

But this means that

$$a + c = 0 \quad b = 0 \quad b + c = 0.$$ 

We conclude that $a, b, c$ must all be equal to zero. That is not allowed in the definition of linear dependence. □

A collection of vectors that is not linearly dependent is called linearly independent. The vectors $u', v', w'$ in the last example are linearly independent. Any set of $k$ linearly independent vectors in $\mathbb{R}^k$ is called a basis for $\mathbb{R}^k$.

How do we recognize a basis? Notice that $k$ vectors

$$u^1 = (u_1^1, u_2^1, \ldots, u_k^1)$$

$$u^2 = (u_1^2, u_2^2, \ldots, u_k^2)$$

$$\ldots$$

$$u^k = (u_1^k, u_2^k, \ldots, u_k^k)$$

are linearly dependent if and only if there are numbers $a_1, a_2, \ldots, a_k$, not all zero, such that

$$a_1 u^1 + a_2 u^2 + \cdots + a_k u^k = 0.$$ 

This in turn is true if and only if the system of equations

$$a_1 u_1^1 + a_2 u_1^2 + \cdots + a_k u_1^k = 0$$

$$a_1 u_2^1 + a_2 u_2^2 + \cdots + a_k u_2^k = 0$$

$$\ldots$$

$$a_1 u_k^1 + a_2 u_k^2 + \cdots + a_k u_k^k = 0$$

is consistent, that is, has a nonzero solution. If $a_1, a_2, \ldots, a_k$ are obtained in this way, we call them the scalars associated with the basis.

Definition 13.3 The scalars associated with a basis are the coefficients of the linear combination $a_1 u^1 + a_2 u^2 + \cdots + a_k u^k$ that equals zero for all $u$. They can be viewed as coordinate functions and are denoted $u_1^1, u_2^1, \ldots, u_k^k$.
has a nontrivial solution. But such a system has a nontrivial solution if and only if

\[
\det \begin{pmatrix}
  u_1^1 & u_1^2 & \cdots & u_1^k \\
  u_2^1 & u_2^2 & \cdots & u_2^k \\
  \vdots  & \vdots & \ddots & \vdots \\
  u_k^1 & u_k^2 & \cdots & u_k^k \\
\end{pmatrix} = 0.
\]

So a basis is a set of \( k \) vectors as above such that this determinant is \emph{not} 0.

Bases are important because if \( u^1, u^2, \ldots, u^k \) form a basis then every element \( x \) of \( \mathbb{R}^k \) can be expressed in one and only one way as

\[
x = a_1 u^1 + a_2 u^2 + \cdots + a_k u^k,
\]

with \( a_1, a_2, \ldots, a_k \) scalars. We call this a representation of \( x \) as a \emph{linear combination} of \( u^1, u^2, \ldots, u^k \). To see that such a representation is always possible, and is unique, let \( x = (x_1, x_2, \ldots, x_k) \) be any element of \( \mathbb{R}^k \). If \( u^1, u^2, \ldots, u^k \) form a basis then we wish to find \( a_1, a_2, \ldots, a_k \) such that

\[
x = a_1 u^1 + a_2 u^2 + \cdots + a_k u^k.
\]

But, as above, this leads to the system of equations

\[
\begin{align*}
  a_1 u_1^1 + a_2 u_2^1 + \cdots + a_k u_k^1 &= x_1 \\
  a_1 u_1^2 + a_2 u_2^2 + \cdots + a_k u_k^2 &= x_2 \\
  \vdots & \quad \vdots \\
  a_1 u_1^k + a_2 u_2^k + \cdots + a_k u_k^k &= x_k.
\end{align*}
\]

\((*)\)

Now Cramer's Rule tells us that the unique solution of the system \((*)\) is given by

\[
\begin{align*}
a_1 &= \frac{\det \begin{pmatrix}
  x_1 & u_1^2 & \cdots & u_1^k \\
  x_2 & u_2^2 & \cdots & u_2^k \\
  \vdots  & \vdots & \ddots & \vdots \\
  x_k & u_k^2 & \cdots & u_k^k \\
\end{pmatrix}}{\det \begin{pmatrix}
  u_1^1 & u_1^2 & \cdots & u_1^k \\
  u_2^1 & u_2^2 & \cdots & u_2^k \\
  \vdots & \vdots & \ddots & \vdots \\
  u_k^1 & u_k^2 & \cdots & u_k^k \\
\end{pmatrix}}, \\
a_2 &= \frac{\det \begin{pmatrix}
  u_1^1 & x_1 & \cdots & u_1^k \\
  u_2^1 & x_2 & \cdots & u_2^k \\
  \vdots & \vdots & \ddots & \vdots \\
  u_k^1 & x_k & \cdots & u_k^k \\
\end{pmatrix}}{\det \begin{pmatrix}
  u_1^1 & u_1^2 & \cdots & u_1^k \\
  u_2^1 & u_2^2 & \cdots & u_2^k \\
  \vdots & \vdots & \ddots & \vdots \\
  u_k^1 & u_k^2 & \cdots & u_k^k \\
\end{pmatrix}}, \\
\end{align*}
\]

\ldots
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\[ a_k = \frac{\text{det} \begin{pmatrix} u_1^1 & u_1^2 & \cdots & x_1 \\ u_2^1 & u_2^2 & \cdots & x_2 \\ \vdots & \vdots & \ddots & \vdots \\ u_k^1 & u_k^2 & \cdots & x_k \end{pmatrix}}{\text{det} \begin{pmatrix} u_1^1 & u_1^2 & \cdots & u_k^1 \\ u_2^1 & u_2^2 & \cdots & u_k^2 \\ \vdots & \vdots & \ddots & \vdots \\ u_k^1 & u_k^2 & \cdots & u_k^k \end{pmatrix}}. \]

Notice that the nonvanishing of the determinant in the denominator is crucial for this method to work.

In practice we will be given a basis \( u^1, u^2, \ldots, u^k \) for \( \mathbb{R}^k \) and a vector \( x \) and we wish to express \( x \) as a linear combination of \( u^1, u^2, \ldots, u^k \). We may do so by solving a system of linear equations as above. A more elegant way to do this is to use the concept of the inverse of a matrix.

**Definition 13.2** If

\[ M = (m_{pq})_{p=1,\ldots,k}^{q=1,\ldots,\ell} \]

is a \( k \times \ell \) matrix (where \( k \) is the number of rows, \( \ell \) the number of columns, and \( m_{pq} \) is the element in the the \( p^{th} \) row and \( q^{th} \) column) and

\[ N = (n_{rs})_{r=1,\ldots,\ell}^{s=1,\ldots,m} \]

is an \( \ell \times m \) matrix then the product \( M \cdot N \) is defined to be the matrix

\[ T = (t_{uv})_{u=1,\ldots,k}^{v=1,\ldots,m} \]

where

\[ t_{uv} = \sum_{q=1}^{\ell} m_{uq} \cdot n_{qv}. \]

**Example 13.3**

Let

\[ M = \begin{pmatrix} 2 & 3 & 9 \\ -1 & 4 & 0 \\ 5 & -3 & 6 \\ 4 & 4 & 1 \end{pmatrix} \]

and

\[ N = \begin{pmatrix} -3 & 0 \\ 2 & 5 \\ -4 & -1 \end{pmatrix}. \]
Then $T = M \cdot N$ is well defined as a $4 \times 2$ matrix. We notice, for example, that

$$t_{11} = 2 \cdot (-3) + 3 \cdot 2 + 9 \cdot (-4) = -36$$

and

$$t_{32} = 5 \cdot 0 + (-3) \cdot 5 + 6 \cdot (-1) = -21.$$

Six other easy calculations of this kind yield that

$$M \cdot N = \begin{pmatrix} -36 & 6 \\ 11 & 20 \\ -45 & -21 \\ -8 & 19 \end{pmatrix}.$$

Definition 13.3 Let $M$ be a $k \times k$ matrix. A matrix $N$ is called the inverse of $M$ if $M \cdot N = N \cdot M = I_k = I$, where

$$I = \begin{pmatrix} 1 & 0 & \cdots & 0 \\ 0 & 1 & \cdots & 0 \\ & & \cdots \\ 0 & 0 & \cdots & 1 \end{pmatrix}.$$

When $M$ has an inverse then it is called invertible.

It follows immediately from the definition that, in order for a matrix to be a candidate for being invertible, it must be square.

Proposition 13.1

Let $M$ be a $k \times k$ matrix with nonzero determinant. Then $M$ is invertible and the elements of its inverse are given by

$$n_{ij} = \frac{(-1)^{i+j} \cdot \det M(i, j)}{\det M}.$$

Here $M(i, j)$ is the $(k - 1) \times (k - 1)$ matrix obtained by deleting the $j^{th}$ row and $i^{th}$ column from $M$.

Proof: This is a direct calculation that we leave to the exercises.

Definition 13.4 If $M$ is either a matrix or a vector, then the transpose $^t M$ of $M$ is defined as follows: If the $i^j$ entry $M$ is $m_{ij}$ then the $i^j$ entry of $^t M$ is $m_{ji}$.
We will find the transpose notion useful primarily as notation. When we want to multiply a vector by a matrix, the multiplication will only make sense (in the language of matrix multiplication) after we have transposed the vector.

**Proposition 13.2**

If

\[ u^1 = (u^1_1, u^1_2, \ldots, u^1_k) \]
\[ u^2 = (u^2_1, u^2_2, \ldots, u^2_k) \]
\[ \ldots \]
\[ u^k = (u^k_1, u^k_2, \ldots, u^k_k) \]

form a basis for \( \mathbb{R}^k \) then let \( M \) be the matrix of the coefficients of these vectors and \( M^{-1} \) the inverse of \( M \) (which we know exists because the determinant of the matrix is nonzero). If \( x = (x_1, x_2, \ldots, x_k) \) is any element of \( \mathbb{R}^k \) then

\[ x = a_1 \cdot u^1 + a_2 \cdot u^2 + \cdots + a_k \cdot u^k, \]

where

\[ (a_1, a_2, \ldots, a_k) = x \cdot M^{-1}. \]

**Proof:** Let \( A \) be the vector of unknown coefficients \( (a_1, a_2, \ldots, a_k) \). The system of equations that we need to solve to find \( a_1, a_2, \ldots, a_k \) can be written in matrix notation as

\[ A \cdot M = x. \]

Applying the matrix \( M^{-1} \) to both sides of this equation (on the right) gives

\[ (A \cdot M) \cdot M^{-1} = x \cdot M^{-1} \]

or

\[ A \cdot I = x \cdot M^{-1} \]

or

\[ A = x \cdot M^{-1}. \]

as desired. \( \square \)

The **standard basis** for \( \mathbb{R}^k \) consists of the vectors

\[ e^1 = (1, 0, \ldots, 0) \]
\[ e^2 = (0, 1, \ldots, 0) \]
\[ \ldots \]
\[ e^k = (0, 0, \ldots, 1). \]
If \( x = (x_1, x_2, \ldots, x_k) \) is any element of \( \mathbb{R}^k \), then we may write

\[
x = x_1 e^1 + x_2 e^2 + \cdots + x_k e^k.
\]

In other words, the usual coordinates with which we locate points in \( k \)-dimensional space are the coordinates with respect to the special basis \((*)\). We write this basis as \( e^1, e^2, \ldots, e^k \).

If \( x = (x_1, x_2, \ldots, x_k) \) and \( y = (y_1, y_2, \ldots, y_k) \) are elements of \( \mathbb{R}^k \) then we define

\[
\|x\| = \sqrt{(x_1)^2 + (x_2)^2 + \cdots + (x_k)^2}
\]

and

\[
x \cdot y = x_1 y_1 + x_2 y_2 + \cdots + x_k y_k.
\]

**Proposition 13.3**  [The Schwarz Inequality]

If \( x \) and \( y \) are elements of \( \mathbb{R}^k \) then

\[
|x \cdot y| \leq \|x\| \|y\|.
\]

**Proof:** Write out both sides and square. If all terms are moved to the right then the right side becomes a sum of perfect squares and the inequality is obvious. Details are requested of you in an Exercise. \( \square \)

**Corollary 13.1**

Let \( M \) be any \( k \times k \) matrix. Then there is a constant \( C > 0 \) such that, for any \( x \in \mathbb{R}^k \), we have

\[
\|M^t x\| \leq C \|x\|.
\]

**Proof:** The first entry of \( M^t x \) is \( M_1 \cdot x \), where \( M_1 \) is the first row of \( M \). Likewise the second entry of \( M^t x \) is \( M_2 \cdot x \), the third entry of \( M^t x \) is \( M_3 \cdot x \), and so forth. The result now follows from the Schwarz Inequality, with

\[
C = \max\{\|M_1\|, \|M_2\|, \ldots, \|M_k\|\}.
\]

\( \square \)

**13.2 A New Look at the Basic Concepts of Analysis**

A point of \( \mathbb{R}^k \) is denoted \( (x_1, x_2, \ldots, x_k) \). In the analysis of functions of one real variable, the domain of a function is typically an open interval. Since any open set in \( \mathbb{R}^1 \) is the disjoint union of open intervals, it is
natural to work in the context of intervals. Such a simple situation does not obtain in the analysis of several variables. We will need some new notation and concepts in order to study functions in $R^k$:

We measure distance between two points $s = (s_1, s_2, \ldots, s_k)$ and $t = (t_1, t_2, \ldots, t_k)$ in $R^k$ by the formula

$$\|s - t\| = \sqrt{(s_1 - t_1)^2 + (s_2 - t_2)^2 + \cdots + (s_k - t_k)^2}.$$  

Of course this notion of distance can be justified by considerations using the Pythagorean theorem (see the exercises), but we treat this as a definition. The distance between two points is nonnegative, and equals zero if and only if the two points are identical. Moreover, there is a triangle inequality:

$$\|s - t\| \leq \|s - u\| + \|u - t\|.$$  

We sketch a proof of this inequality in the exercises (by reducing it to the one dimensional triangle inequality).

**Definition 13.5** If $x \in R^k$ and $r > 0$ then the open ball with center $x$ and radius $r$ is the set

$$B(x, r) = \{t \in R^k : \|x - t\| < r\}.$$  

The closed ball with center $x$ and radius $r$ is the set

$$\overline{B}(x, r) = \{t \in R^k : \|t - x\| \leq r\}.$$  

**Definition 13.6** A set $U \subseteq R^k$ is said to be open if for each $x \in U$ there is an $r > 0$ such that the ball $B(x, r)$ is contained in $U$.

**Example 13.4**

Let

$$S = \{x = (x_1, x_2, x_3) \in R^3 : 1 < \|x\| < 2\}.$$  

This set is open. For if $x \in S$, let $r = \min\{\|x\| - 1, 2 - \|x\|\}$. Then $B(x, r)$ is contained in $S$ for the following reason: if $t \in B(x, r)$ then

$$\|x\| \leq \|t - x\| + \|t\|$$  

hence

$$\|t\| \geq \|x\| - \|t - x\| > \|x\| - r \geq \|x\| - (\|x\| - 1) = 1.$$  

Likewise,

$$\|t\| \leq \|x\| + \|t - x\| < \|x\| + r \leq \|x\| + (2 - \|x\|) = 2.$$
It follows that $t \in S$ hence $B(x, r) \subseteq S$. We conclude that $S$ is open.

However, a moment’s thought shows that $S$ could not be written as a disjoint union of open balls, or open cubes, or any other regular type of open set. □

In this chapter we consider functions with domain a set (usually open) in $\mathbb{R}^k$. This means that the function $f$ may be written in the form $f(x_1, x_2, \ldots, x_k)$. An example of such a function is $f(x_1, x_2, x_3, x_4) = x_1 \cdot (x_2)^4 - x_3/x_4$ or $g(x_1, x_2, x_3) = (x_3)^2 \cdot \sin(x_1 \cdot x_2 \cdot x_3)$.

**Definition 13.7** Let $E \subseteq \mathbb{R}^k$ be a set and let $f$ be a real-valued function with domain $E$. Fix a point $P \in E$. We say that

$$\lim_{x \to P} f(x) = \ell,$$

with $\ell$ a real number, if for each $\epsilon > 0$ there is a $\delta > 0$ such that when $x \in E$ and $0 < \|x - P\| < \delta$ then

$$|f(x) - \ell| < \epsilon.$$

Compare this definition with the definition in Section 6.1: the only difference is that we now measure the distance between points of the domain of $f$ using $\|\|$ instead of $|\|$.

**Example 13.5**

The function

$$f(x_1, x_2, x_3) = \begin{cases} \frac{x_1 x_2}{x_1^2 + x_2^2 + x_3^2} & \text{if } (x_1, x_2, x_3) \neq 0 \\ 0 & \text{if } (x_1, x_2, x_3) = 0 \end{cases}$$

has no limit as $x \to 0$. For if we take $x = (t, 0, 0)$ then we obtain the limit

$$\lim_{t \to 0} f(t, 0, 0) = 0$$

while if we take $x = (t, t, t)$ then we obtain the limit

$$\lim_{t \to 0} f(t, t, t) = \frac{1}{3}.$$

Thus for $\epsilon < \frac{1}{6} = \frac{1}{2} \cdot \frac{1}{3}$ there will exist no $\delta$ satisfying the definition of limit.

However, the function

$$g(x_1, x_2, x_3, x_4) = x_1^2 + x_2^2 + x_3^2 + x_4^2$$
satisfies
\[ \lim_{x \to 0} g(x) = 0 \]
because, given \( \epsilon > 0 \), we take \( \delta = \sqrt{\epsilon/4} \). Then \( \|x - 0\| < \delta \) implies that \( |x_j - 0| < \sqrt{\epsilon/4} \) for \( j = 1, 2, 3, 4 \) hence
\[
|g(x_1, x_2, x_3, x_4) - 0| < \left( \frac{\sqrt{\epsilon}}{4} \right)^2 + \left( \frac{\sqrt{\epsilon}}{4} \right)^2 + \left( \frac{\sqrt{\epsilon}}{4} \right)^2 + \left( \frac{\sqrt{\epsilon}}{4} \right)^2 = \epsilon.
\]
\[ \square \]

Notice that, just as in the theory of one variable, the limit properties of \( f \) at a point \( P \) are independent of the actual value of \( f \) at \( P \).

**Definition 13.8** Let \( f \) be a function with domain \( E \subseteq \mathbb{R}^k \) and let \( P \in E \). We say that \( f \) is **continuous** at \( P \) if
\[
\lim_{x \to P} f(x) = f(P).
\]

The limiting process respects the elementary arithmetic operations, just as in the one-variable situation explored in Chapter 6. We will treat these matters in the exercises. Similarly, continuous functions are closed under the arithmetic operations (provided that we do not divide by zero). Next we turn to the more interesting properties of the derivative.

**Definition 13.9** Let \( f(x) \) be a function whose domain contains a ball \( B(P, r) \). We say that \( f \) is **differentiable** at \( P \) if there is a \( 1 \times k \) matrix \( M_P = M_P(f) \) such that, for all \( h \in \mathbb{R}^k \) satisfying \( \|h\| < r \), it holds that
\[
f(P + h) = f(P) + M_P \cdot h + R_P(f, h),
\]
where
\[
\lim_{h \to 0} \frac{R_P(f, h)}{\|h\|} = 0.
\]
The matrix \( M_P = M_P(f) \) is called the **derivative** of \( f \) at \( P \).

The best way to begin to understand any new idea is to reduce it to a situation that we already understand. If \( f \) is a function of one variable that is differentiable at \( P \in \mathbb{R} \) then there is a number \( M \) such that
\[
\lim_{h \to 0} \frac{f(P + h) - f(P)}{h} = M.
\]
We may rearrange this equality as
\[
\frac{f(P + h) - f(P)}{h} - M = S_P,
\]
where $S_P \to 0$ as $h \to 0$. But this may be rewritten as

$$f(P + h) = f(P) + M \cdot h + R_P(f, h), \quad (*)$$

where $R_P = h \cdot S_P$ and

$$\lim_{h \to 0} \frac{R_P(f, h)}{h} = 0.$$

Equation (*) is parallel to the equation in Definition 13.9 that defines the concept of derivative. The role of the $1 \times k$ matrix $M_P$ is played by the numerical constant $M$. But a numerical constant is a $1 \times 1$ matrix. Thus our equation in one variable is a special case of the equation in $k$ variables. In one variable, the matrix representing the derivative is just the singleton consisting of the numerical derivative.

Note in passing that (in the one-variable case) the way that we now define the derivative of a function of several variables is closely related to the Taylor expansion. The number $M$ is the coefficient of the first order term in that expansion, which we know from Chapter 10 to be the first derivative.

What is the significance of the matrix $M_P$ in our definition of derivative for a function of $k$ real variables? Suppose that $f$ is differentiable according to the definition above. Let us attempt to calculate the “partial derivative” (as in calculus) with respect to $x_1$ of $f$. Let $h = (h, 0, \ldots, 0)$. Then

$$f(P_1 + h, P_2, \ldots, P_k) = f(P) + M_P \cdot \begin{pmatrix} h \\ 0 \\ \vdots \\ 0 \end{pmatrix} + R_P(f, h).$$

Rearranging this equation we have

$$\frac{f(P_1 + h, P_2, \ldots, P_k) - f(P)}{h} = (M_P)_1 + S_P,$$

where $S_P \to 0$ as $h \to 0$ and $(M_P)_1$ is the first entry of the $1 \times k$ matrix $M_P$.

But, letting $h \to 0$ in this last equation, we see that the partial derivative with respect to $x_1$ of the function $f$ exists at $P$ and equals $(M_P)_1$. A similar calculation shows that the partial derivative with respect to $x_2$ of the function $f$ exists at $P$ and equals $(M_P)_2$; likewise the partial derivative with respect to $x_j$ of the function $f$ exists at $P$ and equals $(M_P)_j$ for $j = 1, \ldots, k$.

We summarize with a theorem:
Theorem 13.1
Let \( f \) be a function defined on an open ball \( B(P, r) \) and suppose that \( f \) is differentiable at \( P \) with derivative the \( 1 \times k \) matrix \( M_P \). Then the first partial derivatives of \( f \) at \( P \) exist and they are, respectively, the entries of \( M_P \). That is,

\[
(M_P)_1 = \frac{\partial}{\partial x_1} f(P), \quad (M_P)_2 = \frac{\partial}{\partial x_2} f(P), \quad \ldots, \quad (M_P)_k = \frac{\partial}{\partial x_k} f(P).
\]

Unfortunately the converse of this theorem is not true: it is possible for the partial derivatives of \( f \) to exist at a single point \( P \) without \( f \) being differentiable at \( P \) in the sense of Definition 13.9. Counterexamples will be explored in the exercises. On the other hand, the two different notions of continuous differentiability are the same. We formalize this statement with a Proposition:

Proposition 13.4
Let \( f \) be a function defined on an open ball \( B(P, r) \) Assume that \( f \) is differentiable on \( B(P, r) \) in the sense of Definition 13.9 and that the function

\[
x \mapsto M_x
\]

is continuous in the sense that each of the functions

\[
x \mapsto (M_x)_j
\]

is continuous, \( j = 1, 2, \ldots, k \). Then each of the partial derivatives

\[
\frac{\partial}{\partial x_1} f(x), \quad \frac{\partial}{\partial x_2} f(x), \quad \ldots, \quad \frac{\partial}{\partial x_k} f(x)
\]

exists for \( x \in B(P, r) \) and is continuous.

Conversely, if each of the partial derivatives exists on \( B(P, r) \) and is continuous there then \( M_x \) exists at each point \( x \in B(P, r) \) and is continuous. The entries of \( M_x \) are given by the partial derivatives of \( f \).

Proof: This is essentially a routine check of definitions. The only place where the continuity is used is in proving the converse: that the existence and continuity of the partial derivatives implies the existence of \( M_x \). In proving the converse you should apply the one-variable Taylor expansion to the function \( t \mapsto f(x + th) \).

\[\square\]

13.3 Properties of the Derivative
The arithmetic properties of the derivative—that is the sum and difference, scalar multiplication, product, and quotient rules—are straight-
forward and are left to the exercises for you to consider. However, the Chain Rule takes on a different form and requires careful consideration.

In order to treat meaningful instances of the Chain Rule, we must first discuss vector-valued functions. That is, we consider functions with domain a subset of \( R^k \) and range either \( R^1 \) or \( R^2 \) or \( R^m \) for some integer \( m > 0 \). When we consider vector-valued functions, it simplifies notation if we consider all vectors to be column vectors. This convention will be in effect for the rest of the Chapter. (Thus we will no longer use the "transpose" notation.) Note in passing that the expression \( |x| \) means the same thing for a column vector as it does for a row vector—the square root of the sum of the squares of the components. Also \( f(x) \) means the same thing whether \( x \) is written as a row vector or a column vector.

Example 13.6

Define the function

\[
f(x_1, x_2, x_3) = \left( \frac{(x_1)^2 - x_2 \cdot x_3}{x_1 \cdot (x_2)^3} \right).
\]

This is a function with domain consisting of all triples of real numbers, or \( R^3 \), and range consisting of all pairs of real numbers, or \( R^2 \). For example,

\[
f(-1, 2, 4) = \left( \begin{array}{c} -7 \\ -8 \end{array} \right).
\]

We say that a vector-valued function of \( k \) variables

\[f(x) = (f_1(x), f_2(x), \ldots, f_m(x))\]

(where \( m \) is a positive integer) is differentiable at a point \( P \) if each of its component functions is differentiable in the sense of Section 2. For example, the function

\[
f(x_1, x_2, x_3) = \left( \frac{x_1 \cdot x_2}{(x_3)^2} \right)
\]

is differentiable at all points while the function

\[
g(x_1, x_2, x_3) = \left( \frac{x_2}{|x_3| - x_1} \right)
\]

is not differentiable at points of the form \((x_1, x_2, 0)\).

It is a good exercise in matrix algebra (which you will be asked to do at the end of the chapter) to verify that a vector-valued function \( f \) is
differentiable at a point \( \mathbf{P} \) if and only if there is an \( m \times k \) matrix (where \( k \) is the dimension of the domain and \( m \) the dimension of the range) \( M_{\mathbf{P}}(f) \) such that

\[
f(\mathbf{P} + \mathbf{h}) = f(\mathbf{P}) + M_{b_{\mathbf{P}}(f)}(\mathbf{h}) + \mathcal{R}_{\mathbf{P}}(f, \mathbf{h}) ;
\]

here the remainder term \( \mathcal{R}_{\mathbf{P}} \) is a column vector satisfying

\[
\frac{\| \mathcal{R}_{\mathbf{P}}(f, \mathbf{h}) \|}{\| \mathbf{h} \|} \to 0
\]
as \( \mathbf{h} \to 0 \). One nice consequence of this formula is that, by what we learned in the last section about partial derivatives, the entry in the \( i^{th} \) row and \( j^{th} \) column of the matrix \( M \) is \( \partial f_i / \partial x_j \).

Of course the Chain Rule provides a method for differentiating compositions of functions. What we will discover in this section is that the device of thinking of the derivative as a matrix occurring in an expansion of \( f \) about a point \( a \) makes the Chain Rule a very natural and easy result to derive. It will also prove to be a useful way of keeping track of information.

**Theorem 13.2**

Let \( g \) be a function of \( k \) real variable taking values in \( \mathbb{R}^m \) and let \( f \) be a function of \( m \) real variables taking values in \( \mathbb{R}^n \). Suppose that the range of \( g \) is contained in the domain of \( f \), so that \( f \circ g \) makes sense. If \( g \) is differentiable at a point \( \mathbf{P} \) in its domain and \( f \) is differentiable at \( g(\mathbf{P}) \) then \( f \circ g \) is differentiable at \( \mathbf{P} \) and its derivative is \( M_{g(\mathbf{P})}(f) \cdot M_{\mathbf{P}}(g) \).

We use the symbol \( \cdot \) here to denote matrix multiplication.

**Proof:** By the hypothesis about the differentiability of \( g \),

\[
(f \circ g)(\mathbf{P} + \mathbf{h}) = f(g(\mathbf{P} + \mathbf{h}))
\]

\[
= f(g(\mathbf{P}) + M_{\mathbf{P}}(g)\mathbf{h} + \mathcal{R}_{\mathbf{P}}(g, \mathbf{h}))
\]

\[
= f(g(\mathbf{P}) + \mathbf{k}) ,
\]

where

\[
\mathbf{k} = M_{\mathbf{P}}(g)\mathbf{h} + \mathcal{R}_{\mathbf{P}}(g, \mathbf{h}) .
\]

But then the differentiability of \( f \) at \( g(\mathbf{P}) \) implies that \( (*) \) equals

\[
f(g(\mathbf{P})) + M_{g(\mathbf{P})}(f)\mathbf{k} + \mathcal{R}_{g(\mathbf{P})}(f, \mathbf{k}) .
\]

Now let us substitute in the value of \( \mathbf{k} \). We find that
\[(f \circ g)(P + h) = f(g(P)) + M_{g(P)}(f)[M_{P}(g)h + R_{P}(g, h)] + R_{g(P)}(f, M_{P}(g)h + R_{P}(g, h))\]
\[= f(g(P)) + M_{g(P)}(f)M_{P}(g)h + \{M_{g(P)}(f)R_{P}(g, h) + R_{g(P)}(f, M_{P}(g)h + R_{P}(g, h))\}\]
\[= f(g(P)) + M_{g(P)}(f)M_{P}(g)h + Q_{P}(f \circ g, h),\]
where the last equality defines \(Q\). The term \(Q\) should be thought of as a remainder term. Since
\[
\frac{\|R_{P}(g, h)\|}{\|h\|} \to 0
\]
as \(h \to 0\) it follows that
\[
\frac{M_{g(P)}(f)R_{P}(g, h)}{\|h\|} \to 0.
\]
(Details of this assertion are requested of you in the exercises.) Similarly,
\[
\frac{R_{g(P)}(f, M_{P}(g)h + R_{P}(g, h))}{\|h\|} \to 0
\]
as \(h \to 0\).

It follows that \(f \circ g\) is differentiable at \(P\) and that the derivative equals \(M_{g(P)}(f)M_{P}(g)\), the product of the derivatives of \(f\) and \(g\). \(\square\)

REMARK 13.1 Notice that, by our hypotheses, \(M_{P}(g)\) is a \(m \times k\) size matrix and \(M_{g(P)}(f)\) is an \(n \times m\) size matrix. Thus their product makes sense.

In general, if \(g\) is a function from a subset of \(R^{k}\) to \(R^{m}\) then, if we want \(f \circ g\) to make sense, \(f\) must be a function from a subset of \(R^{m}\) to some \(R^{n}\). In other words, the dimension of the range of \(g\) had better match the dimension of the domain of \(f\). Then the derivative of \(g\) at some point \(P\) will be an \(m \times k\) matrix and the derivative of \(f\) at \(g(P)\) will be an \(n \times m\) matrix. Then the matrix multiplication \(M_{g(P)}(f)M_{P}(g)\) will make sense.

Corollary 13.2 [The Chain Rule in Coordinates] Let \(f : R^{m} \to R^{n}\) and \(g : R^{k} \to R^{m}\) be vector-valued functions and
assume that $h = f \circ g$ makes sense. If $g$ is differentiable at a point $P$ of its domain and $f$ is differentiable at $g(P)$ then for each $i$ and $j$ we have

$$\frac{\partial h_i}{\partial x_j}(P) = \sum_{t=1}^{m} \frac{\partial f_t}{\partial s_t}(g(P)) \cdot \frac{\partial g_t}{\partial x_j}(P).$$

Proof: The function $\partial h_i/x_j$ is the entry of $M_P(h)$ in the $i^{th}$ row and $j^{th}$ column. However, $M_P(h)$ is the product of $M_{g(P)}(f)$ with $M_P(g)$. The entry in the $i^{th}$ row and $j^{th}$ column of that product is

$$\sum_{t=1}^{m} \frac{\partial f_t}{\partial s_t}(g(P)) \cdot \frac{\partial g_t}{\partial x_j}(P).$$

We conclude this section by deriving a Taylor expansion for scalar-valued functions of $k$ real variables: this expansion for functions of several variables is derived in an interesting way from the expansion for functions of one variable. We say that a function $f$ of several real variables is $k$ times continuously differentiable if all partial derivatives of orders up to and including $k$ exist and are continuous on the domain of $f$.

**Theorem 13.3** [Taylor’s Expansion]
For $q$ a nonnegative integer let $f$ be a $q + 1$ times continuously differentiable scalar-valued function on a neighborhood of a closed ball $B(P, r) \subseteq \mathbb{R}^k$. Then, for $x \in B(P, r)$,

$$f(x) = \sum_{0 \leq j_1 + j_2 + \cdots + j_k \leq q} \frac{\partial^{j_1 + j_2 + \cdots + j_k} f}{\partial x_1^{j_1} \partial x_2^{j_2} \cdots \partial x_k^{j_k}}(P) \cdot \frac{(x_1 - P_1)^{j_1} (x_2 - P_2)^{j_2} \cdots (x_k - P_k)^{j_k}}{(j_1)!(j_2)!(\cdots)(j_k)!}$$

$$+ \mathcal{R}_{q,P}(x),$$

where

$$|\mathcal{R}_{q,P}(x)| \leq C_0 \cdot \frac{\|x - P\|^{q+1}}{(q+1)!},$$

and

$$C_0 = \sup_{s \in B(P, r) \cap \mathbb{Z}^{k+1}} \left| \frac{\partial^{j_1 + j_2 + \cdots + j_k} f}{\partial x_1^{j_1} \partial x_2^{j_2} \cdots \partial x_k^{j_k}}(s) \right|.$$  

Proof: With $P$ and $x$ fixed, define

$$\mathcal{F}(s) = f(P + s(x - P)) \quad 0 \leq s < \frac{r}{\|x - P\|}.$$
We apply the one-dimensional Taylor theorem to the function $F$, expanded about the point 0:

$$F(s) = \sum_{\ell=0}^{q} F^{(\ell)}(0) \frac{s^\ell}{\ell!} + R_{q,0}(F, s).$$

Now the Chain Rule shows that

$$F^{(\ell)}(0) = \sum_{j_1 + j_2 + \cdots + j_k = \ell} \frac{\partial^{j_1 + j_2 + \cdots + j_k} f}{\partial x_1^{j_1} \partial x_2^{j_2} \cdots \partial x_k^{j_k}}(P) \frac{\ell!}{(j_1)!(j_2)\cdots(j_k)!} (x_1 - P_1)^{j_1}(x_2 - P_2)^{j_2} \cdots (x_k - P_k)^{j_k}.$$

Substituting this last equation, for each $\ell$, into the formula for $F(s)$ and setting $s = 1$ (recall that $r/\|x - P\| > 1$ since $x \in B(P, r)$) yields the desired expression for $f(x)$. It remains to estimate the remainder term.

The one-variable Taylor theorem tells us that, for $s > 0$,

$$|R_{q,0}(F, s)| = \left| \int_{0}^{s} F^{(q+1)}(\sigma) \frac{(s - \sigma)^q}{q!} d\sigma \right| 
\leq \int_{0}^{s} C_0 \cdot \|x - P\|^{q+1} \cdot \left| \frac{(s - \sigma)^q}{q!} \right| d\sigma 
= C_0 \cdot \frac{\|x - P\|^{q+1}}{(q + 1)!}.$$

Here we have of course used the Chain Rule to pass from derivatives of $F$ to derivatives of $f$. This is the desired result.

13.4 The Inverse and Implicit Function Theorems

It is easy to tell whether a continuous function of one real variable is invertible. If the function is strictly monotone increasing or strictly monotone decreasing on an interval then the restriction of the function to that interval is invertible. The converse is true as well. It is more difficult to tell whether a function of several variables, when restricted to a neighborhood of a point, is invertible. The reason, of course, is that such a function will in general have different monotonicity behavior in different directions.

However, if we look at the one-variable situation in a new way it can be used to give us an idea for analyzing functions of several variables.
Suppose that $f$ is continuously differentiable on an open interval $I$ and that $P \in I$. If $f'(P) > 0$ then the continuity of $f'$ tells us that, for $x$ near $P$, $f'(x) > 0$. Thus $f$ is strictly monotone increasing on some (possibly smaller) open interval $J$ centered at $P$. Such a function, when restricted to $J$, is an invertible function. The same analysis applies when $f'(P) < 0$.

Now the hypothesis that $f'(P) > 0$ or $f'(P) < 0$ has an important geometric interpretation—the positivity of $f'(P)$ means that the tangent line to the graph of $f$ at $P$ has positive slope, hence that the tangent line is the graph of an invertible function (Figure 13.1); likewise the negativity of $f'(P)$ means that the tangent line to the graph of $f$ at $P$ has negative slope, hence that the tangent line is the graph of an invertible function (Figure 13.2). Since the tangent line is a very close approximation at $P$ to the graph of $f$, our geometric intuition suggests that the local invertibility of $f$ is closely linked to the invertibility of the function describing the tangent line. This guess is in fact borne out in the discussion in the last paragraph.

We would like to carry out an analysis of this kind for a function $f$ from a subset of $\mathbb{R}^k$ into $\mathbb{R}^k$. If $P$ is in the domain of $f$ and if a certain derivative of $f$ at $P$ (to be discussed below) does not vanish, then we would like to conclude that there is a neighborhood $U$ of $P$ such that the restriction of $f$ to $U$ is invertible. That is the content of the Inverse Function Theorem.
Before we formulate and prove this important theorem, we first discuss the kind of derivative of $f$ at $P$ that we shall need to examine.

**Definition 13.10** Let $f$ be a differentiable function from an open subset $U$ of $\mathbb{R}^k$ into $\mathbb{R}^k$. The **Jacobian matrix** of $f$ at a point $P \in U$ is the matrix

$$
Jf(P) = \begin{pmatrix}
\frac{\partial f_1}{\partial x_1}(P) & \frac{\partial f_1}{\partial x_2}(P) & \cdots & \frac{\partial f_k}{\partial x_1}(P) \\
\frac{\partial f_1}{\partial x_2}(P) & \frac{\partial f_2}{\partial x_2}(P) & \cdots & \frac{\partial f_k}{\partial x_2}(P) \\
\vdots & \vdots & \ddots & \vdots \\
\frac{\partial f_1}{\partial x_k}(P) & \frac{\partial f_k}{\partial x_1}(P) & \cdots & \frac{\partial f_k}{\partial x_k}(P)
\end{pmatrix}.
$$

Notice that if we were to expand the function $f$ in a Taylor series about $P$ (this would be in fact a $k$-tuple of expansions, since $f = (f_1, f_2, \ldots, f_k)$) then the expansion would be

$$
f(P + h) = f(P) + Jf(P)h + \ldots.
$$

Thus the Jacobian matrix is a natural object to study. Moreover we see that the expression $f(P + h) - f(P)$ is well approximated by the expression $Jf(P)h$. Thus, in analogy with one-variable analysis, we might expect that the invertibility of the matrix $Jf(P)$ would imply the existence of a neighborhood of $P$ on which the function $f$ is invertible. This is indeed the case.
**Theorem 13.4** [The Inverse Function Theorem]

Let $f$ be a continuously differentiable function from an open set $U \subseteq \mathbb{R}^k$ into $\mathbb{R}^k$. Suppose that $P \in U$ and that the matrix $Jf(P)$ is invertible. Then there is a neighborhood $V$ of $P$ such that the restriction of $f$ to $V$ is invertible.

**Proof:** The proof of the theorem as stated is rather difficult. Therefore we shall content ourselves with the proof of a special case: we shall make the additional hypothesis that the function $f$ is twice continuously differentiable in a neighborhood of $P$.

Choose $s > 0$ such that $B(P, s) \subseteq U$ and so that $\det Jf(x) \neq 0$ for all $x \in B(P, s)$. Thus the Jacobian matrix $Jf(x)$ is invertible for all $x \in B(P, s)$. With the extra hypothesis, Taylor's theorem tells us that there is a constant $C$ such that if $\|h\| < s/2$ then

$$f(Q + h) - f(Q) = Jf(Q)h + \mathcal{R}_{1,Q}(f,h),$$

where

$$\|\mathcal{R}_{1,Q}(h)\| \leq C \cdot \frac{\|h\|^2}{2!},$$

and

$$C = \sup_{x \in B(Q, s/2)} \left| \frac{\partial^{j_1 + j_2 + \cdots + j_k} f}{\partial x_1^{j_1} \partial x_2^{j_2} \cdots \partial x_k^{j_k}} \right|.$$

However, all the derivatives in the sum specifying $C$ are, by hypothesis, continuous functions. Since all the balls $B(Q, s/2)$ are contained in the compact subset $B(P, s)$ of $U$ it follows that we may choose $C$ to be a finite number independent of $Q$.

Now the matrix $Jf(Q)^{-1}$ exists by hypothesis. The coefficients of this matrix will be continuous functions of $Q$ because those of $Jf$ are. Thus these coefficients will be bounded above on $B(P, s)$. By Corollary 13.1, there is a constant $K > 0$ independent of $Q$ such that for every $k \in \mathbb{R}^k$ we have

$$\|Jf(Q)^{-1}k\| \leq K\|k\|.$$

Taking $k = Jf(Q)h$ yields

$$\|h\| \leq K\|Jf(Q)h\|.$$

Now set

$$r = \min\{s/2, 1/(KC)\}.$$

Line (*) tells us that, for $Q \in B(P, r)$ and $\|h\| < r$,

$$\|f(Q + h) - f(Q)\| \geq \|Jf(Q)h\| - \|\mathcal{R}_{1,Q}(h)\|.$$
But estimate (**), together with our estimate from above on the error term \( R \), yields that the right side of this equation is

\[
\geq \frac{||h||}{K} - \frac{C}{2} ||h||^2.
\]

The choice of \( r \) tells us that \( ||h|| \leq 1/(KC) \) hence the last line majorizes \((K/2)||h||\).

But this tells us that, for any \( Q \in B(P, r) \) and any \( h \) satisfying \( ||h|| < r \), it holds that \( f(Q + h) \neq f(Q) \). In particular, the function \( f \) is one-to-one when restricted to the ball \( B(P, r/2) \). Thus \( f\big|_{B(P, r/2)} \) is invertible.

In fact the estimate

\[
||f(Q + h) - f(Q)|| \geq \frac{K}{2} ||h||
\]

that we derived easily implies that the image of every \( B(Q, s) \) contains an open ball \( B(f(Q), s') \), some \( s' > 0 \). This means that \( f \) is an \emph{open mapping}. You will be asked in the Exercises to provide details of this assertion.

With some additional effort it can be shown that \( f^{-1} \) is continuously differentiable in a neighborhood of \( f(P) \). However, the details of this matter are beyond the scope of this book. We refer the interested reader to [RUD1].

Next we turn to the Implicit Function Theorem. This result addresses the question of when we can solve an equation

\[
f(x_1, x_2, \ldots, x_k) = 0
\]

for one of the variables in terms of the other \((k - 1)\). It is illustrative to first consider a simple example. Look at the equation

\[
f(x_1, x_2) = (x_1)^2 + (x_2)^2 = 1.
\]

We may restrict attention to \(-1 \leq x_1 \leq 1, -1 \leq x_2 \leq 1\). As a glance at the graph shows, we can solve this equation for \( x_2 \), uniquely in terms of \( x_1 \), in a neighborhood of any point except for the points \((\pm1, 0)\). At these two exceptional points it is impossible to avoid the ambiguity in the square root process, even by restricting to a very small neighborhood. At other points, we may write

\[
t_2 = \sqrt{1 - (t_1)^2}
\]

for points \((t_1, t_2)\) near \((x_1, x_2)\) when \( x_2 > 0 \) and

\[
t_2 = -\sqrt{1 - (t_1)^2}
\]
vertical slope so cannot solve for $x_2$ in terms of $x_1$.

Figure 13.3

for points $(t_1, t_2)$ near $(x_1, x_2)$ when $x_2 < 0$.

What distinguishes the two exceptional points from the others is that the tangent line to the locus (a circle) is vertical at each of these points. Another way of saying this is that

$$\frac{\partial f}{\partial x_2} = 0$$

at these points (Figure 13.3). These preliminary considerations motivate the following theorem.

**Theorem 13.5** [The Implicit Function Theorem]

Let $f$ be a function of $k$ real variables, taking scalar values, whose domain contains a neighborhood of a point $P$. Assume that $f$ is continuously differentiable and that $f(P) = 0$. If $(\partial f/\partial x_k)(P) \neq 0$ then there are numbers $\delta > 0, \eta > 0$ such that if $|x_1 - P_1| < \delta, |x_2 - P_2| < \delta, \ldots, |x_{k-1} - P_{k-1}| < \delta$ then there is a unique $x_k$ with $|x_k - P_k| < \eta$ and

$$f(x_1, x_2, \ldots, x_k) = 0. \quad (*)$$

In other words, in a neighborhood of $P$, the equation $(*)$ uniquely determines $x_k$ in terms of $x_1, x_2, \ldots, x_{k-1}$. 
**Proof:** We consider the function
\[ T : (x_1, x_2, \ldots, x_k) \mapsto (x_1, x_2, \ldots, x_{k-1}, f(x_1, x_2, \ldots, x_k)) \]  

The Jacobian matrix of \( T \) at \( P \) is
\[ \begin{pmatrix}
1 & 0 & \cdots & 0 \\
0 & 1 & \cdots & 0 \\
\vdots & & \ddots & \vdots \\
0 & \cdots & \cdots & 1 & 0
\end{pmatrix} \left( \frac{\partial f}{\partial x_1}(P) \frac{\partial f}{\partial x_2}(P) \cdots \frac{\partial f}{\partial x_k}(P) \right) \]

Of course the determinant of this matrix is \( \frac{\partial f}{\partial x_k}(P) \), which we hypothesized to be nonzero. Thus the Inverse Function Theorem applies to \( T \). We conclude that \( T \) is invertible in a neighborhood of \( P \). That is, there is a number \( \eta > 0 \) and a neighborhood \( W \) of the point \( (P_1, P_2, \ldots, P_{k-1}, 0) \) such that
\[ T : B(P, \eta) \mapsto W \]
is a one-to-one, onto, continuously differentiable function which is invertible. Select \( \delta > 0 \) such that if \( |x_1 - P_1| < \delta, |x_2 - P_2| < \delta, \ldots, |x_{k-1} - P_{k-1}| < \delta \) then the point \( (x_1, x_2, \ldots, x_{k-1}, 0) \in W \). Such a point \( (x_1, x_2, \ldots, x_{k-1}, 0) \) then has a unique inverse image under \( T \) that lies in \( B(P, \eta) \). But this just says that there is a unique \( x_k \) such that \( f(x_1, x_2, \ldots, x_k) = 0 \). We have established the existence of \( \delta \) and \( \eta \) as required, hence the proof is complete.

\[ \square \]

### 13.5 Differential Forms

You know that, when you formulate the fundamental theorem of calculus on an interval \([a, b]\), it is important to *orient* the interval correctly. The correct statement is
\[ \int_a^b f'(x) \, dx = f(b) - f(a), \]

*not*
\[ \int_a^b f'(x) \, dx = f(a) - f(b). \]

Stokes's theorem is a higher-dimensional version of the Fundamental Theorem of Calculus. Its formulation also requires suitable orientation of the domain and of its boundary.

The question of orienting higher-dimensional integrals is tricky and subtle. The language of differential forms was invented by Elie Cartan,
(1869-1951) in order to make the process more natural. In the present section we shall give a brief and *ad hoc* description of this theory. A fully rigorous treatment of differential forms requires some rather sophisticated and nontrivial algebra (see [LOS] or [FED]). In order to avoid those technicalities, we shall indulge in a bit of imprecision.

### 13.5.1 The Idea of a Differential Form

A $k$-dimensional differential form on $\mathbb{R}^k$ is an expression of the form $dx_1 \wedge dx_2 \wedge \cdots \wedge dx_k$. This is a device for integration. The connectives $\wedge$ are used to pin down the ordering of the differentials $dx_j$. If $f$ is a bounded, continuous function on a bounded open set $U$ then we define

$$\int_U f(x) \, dx_1 \wedge dx_2 \wedge \cdots \wedge dx_k = \int_U f(x) \, dx_1 dx_2 \cdots dx_k.$$

What is the point? It appears that we are defining new notation for something old that we already understand.

But $dx_1 \wedge dx_2 \wedge \cdots \wedge dx_k$ is an oriented object in the following sense: If $\sigma$ is a permutation of the set $\{1, 2, \ldots, k\}$ then we define

$$dx_{\sigma(1)} \wedge dx_{\sigma(2)} \wedge \cdots \wedge dx_{\sigma(k)} = (-1)^{e(\sigma)} dx_1 \wedge dx_2 \wedge \cdots \wedge dx_k. \tag{*}$$

Here $e(\sigma)$ is the signature (or parity) of the permutation $\sigma$—i.e., the number of transpositions that make up $\sigma$. Recall that the *parity* of $e(\sigma)$ is an invariant of $\sigma$. More generally, if

$$dx_{j_1} \wedge dx_{j_2} \wedge \cdots \wedge dx_{j_m}$$

is a differential form and $\mu$ is a permutation of $\{1, 2, \ldots, m\}$ then

$$dx_{\mu(1)} \wedge dx_{\mu(2)} \wedge \cdots \wedge dx_{\mu(m)} = (-1)^{e(\mu)} dx_{j_1} \wedge dx_{j_2} \wedge \cdots \wedge dx_{j_m}.$$

Note that it follows from (*) that if a differential form

$$dx_{i_1} \wedge dx_{i_2} \wedge \cdots \wedge dx_{i_m}$$

has $i_j = i_\ell$ for some $j \neq \ell$ then the form is identically equal to 0. This is just a notational way of saying that we must integrate in all possible directions—we do not allow redundancies. [This observation is trivial in the present context. It will assume greater significance when we integrate over surfaces.]

**Example 13.7**

Calculate

$$\iiint_{[0,1] \times [0,1] \times [0,1]} xe^y - z^2 \, dxdydz.$$
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SOLUTION First observe that

\[ dz \wedge dy \wedge dx = (-1)dy \wedge dz \wedge dx \]
\[ = (-1) \cdot (-1)dy \wedge dx \wedge dz \]
\[ = (-1) \cdot (-1) \cdot (-1)dx \wedge dy \wedge dz \]
\[ = dx \wedge dy \wedge dz. \]

Therefore

\[ \iiint_{[0,1] \times [0,1] \times [0,1]} xe^y - z^2 \, dy \wedge dz \wedge dx \]
\[ = - \iiint_{[0,1] \times [0,1] \times [0,1]} xe^y - z^2 \, dx \wedge dy \wedge dz \]
\[ = - \iiint_{[0,1] \times [0,1] \times [0,1]} xe^y - z^2 \, dxdydz. \]

Of course this last integral is easily evaluated to equal \( 5/6 - e/2 \). \( \square \)

13.5.2 Differential Forms on a Surface

In order to be concrete, let us restrict attention to domains and surfaces in \( \mathbb{R}^k \). Thus the coordinates will be either \( x_1, x_2, x_3, \ldots, x_k \) or sometimes (in low dimensions) just \( x, y, z \). A \((k-1)\)-dimensional surface in \( \mathbb{R}^k \) will be given by a parametric map

\[ \Phi : (s_1, s_2, \ldots, s_{k-1}) \mapsto (\varphi_1(s_1, s_2, \ldots, s_{k-1}), \varphi_2(s_1, s_2, \ldots, s_{k-1}), \ldots, \varphi_k(s_1, s_2, \ldots, s_{k-1})). \]

The geometric surface is just the image of this map. We require that the functions \( \varphi_j \) be continuously differentiable, \( j = 1, \ldots, k \). In order to avoid degeneracies (i.e., singularities in the surface), we require that the matrix

\[ \begin{vmatrix}
\frac{\partial \varphi_1(s_1, s_2, \ldots, s_{k-1})}{\partial s_1} & \frac{\partial \varphi_2(s_1, s_2, \ldots, s_{k-1})}{\partial s_1} & \cdots & \frac{\partial \varphi_k(s_1, s_2, \ldots, s_{k-1})}{\partial s_1} \\
\frac{\partial \varphi_1(s_1, s_2, \ldots, s_{k-1})}{\partial s_2} & \frac{\partial \varphi_2(s_1, s_2, \ldots, s_{k-1})}{\partial s_2} & \cdots & \frac{\partial \varphi_k(s_1, s_2, \ldots, s_{k-1})}{\partial s_2} \\
\vdots & \vdots & \ddots & \vdots \\
\frac{\partial \varphi_1(s_1, s_2, \ldots, s_{k-1})}{\partial s_{k-1}} & \frac{\partial \varphi_2(s_1, s_2, \ldots, s_{k-1})}{\partial s_{k-1}} & \cdots & \frac{\partial \varphi_k(s_1, s_2, \ldots, s_{k-1})}{\partial s_{k-1}} 
\end{vmatrix} \]

\( J \Phi \equiv \)
have rank \((k - 1)\) at every point. In other words, we require that the vectors
\[
\left( \frac{\partial \varphi_1(s_1, s_2, \ldots, s_{k-1})}{\partial s_1}, \frac{\partial \varphi_2(s_1, s_2, \ldots, s_{k-1})}{\partial s_1}, \ldots, \frac{\partial \varphi_k(s_1, s_2, \ldots, s_{k-1})}{\partial s_1} \right),
\]
\[
\left( \frac{\partial \varphi_1(s_1, s_2, \ldots, s_{k-1})}{\partial s_2}, \frac{\partial \varphi_2(s_1, s_2, \ldots, s_{k-1})}{\partial s_2}, \ldots, \frac{\partial \varphi_k(s_1, s_2, \ldots, s_{k-1})}{\partial s_2} \right),
\]
\[
\ldots
\]
\[
\left( \frac{\partial \varphi_1(s_1, s_2, \ldots, s_{k-1})}{\partial s_{k-1}}, \frac{\partial \varphi_2(s_1, s_2, \ldots, s_{k-1})}{\partial s_{k-1}}, \ldots, \frac{\partial \varphi_k(s_1, s_2, \ldots, s_{k-1})}{\partial s_{k-1}} \right)
\]
be linearly independent for each fixed value of \(s_1, s_2, \ldots, s_{k-1}\).

**Example 13.8**

Consider the surface \(S\) parametrized by
\[
\Phi : (s, t) \mapsto (s, t, \sqrt{4 - s^2 - t^2})
\]
for \((s, t) \in U \equiv \{(s, t) : s^2 + t^2 \leq 4\}\). Observe that
\[
J\Phi = \begin{pmatrix}
1 & 0 & -s/\sqrt{4 - s^2 - t^2} \\
0 & 1 & -t/\sqrt{4 - s^2 - t^2}
\end{pmatrix}
\]
has rank 2 at every point. Of course this surface is a hemisphere, as shown in Figure 13.4.

The surface in Example 13.8 is the graph of a function. There is little loss of generality to restrict attention to such surfaces; any smooth
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surface can be broken up into finitely many pieces, each of which (after a suitable rotation and translation of coordinates) is the graph of a function.

Now our aim is to integrate differential forms over surfaces. Recall that, on Euclidean space \( \mathbb{R}^n \), we integrate an \( n \)-form \( dx_{i_1} \wedge dx_{i_2} \wedge \cdots \wedge dx_{i_n} \). Here the term "\( n \)-form" simply indicates the fact that the form has \( n \) differentials in it. On a 2-dimensional surface we shall integrate a 2-form. On a 3-dimensional surface we shall integrate a 3-form. And on a \((k - 1)\)-dimensional surface we integrate a \((k - 1)\)-form. Here is how we do it for a 2-dimensional surface in 3-space. [The case of a \((k - 1)\)-dimensional surface in \( k \)-space is similar, but notationally much more forbidding. For our present purposes, the lower-dimensional case will suffice.]

Let

\[
\Phi : (s, t) \mapsto (\varphi_1(s, t), \varphi_2(s, t), \varphi_3(s, t))
\]

be a parametrized surface as usual. Let us consider a bounded, open set \( U \subset \mathbb{R}^2 \) to be the domain of the parametrization. Denote the surface by \( S \). Let \( \lambda = dx_{i_1} \wedge dx_{i_2} \) be a differential form. We define

\[
\int_S \lambda = \int_S dx_{i_1} \wedge dx_{i_2} \\
= \int_U \left( \frac{\partial \varphi_{i_1}}{\partial s} \, ds + \frac{\partial \varphi_{i_1}}{\partial t} \, dt \right) \wedge \left( \frac{\partial \varphi_{i_2}}{\partial s} \, ds + \frac{\partial \varphi_{i_2}}{\partial t} \, dt \right) \\
= \int_U \left[ \left( \frac{\partial \varphi_{i_1}}{\partial s} \cdot \frac{\partial \varphi_{i_2}}{\partial t} \, ds \wedge dt \right) + \left( \frac{\partial \varphi_{i_1}}{\partial t} \cdot \frac{\partial \varphi_{i_2}}{\partial s} \, dt \wedge ds \right) \right] \\
= \int_U \left[ \frac{\partial \varphi_{i_1}}{\partial s} \cdot \frac{\partial \varphi_{i_2}}{\partial t} - \frac{\partial \varphi_{i_1}}{\partial t} \cdot \frac{\partial \varphi_{i_2}}{\partial s} \right] \, ds \wedge dt
\]

Example 13.9

Recall the hemispherical surface \( S \) from Example 13.8. Let \( V = \{(s, t) : s^2 + t^2 \leq 4, t > 0\} \). Define the form \( \lambda = dx \wedge dz = dx_1 \wedge dx_3 \). Then

\[
\int \int_S \lambda = \int \int_V \left[ \frac{\partial \varphi_1}{\partial s} \cdot \frac{\partial \varphi_3}{\partial t} - \frac{\partial \varphi_1}{\partial t} \cdot \frac{\partial \varphi_3}{\partial s} \right] \, ds \wedge dt \\
= \int \int_V \left[ \frac{t}{\sqrt{4 - s^2 - t^2}} - \frac{s}{\sqrt{4 - s^2 - t^2}} \right] \, ds \wedge dt \\
= \int \int_V \frac{t}{\sqrt{4 - s^2 - t^2}} \, ds \, dt.
\]

This is now a straightforward calculus problem, and the answer is \(-2\pi\). 

\(\square\)
13.5.3 General Differential Forms and Stokes’s Theorem

In general, it is desirable to integrate a more general type of differential form. Namely, on a 2-dimensional surface $S$ we will consider a differential form having the form

$$\lambda = \psi_1(x, y, z)dx \wedge dy + \psi_2(x, y, z)dx \wedge dz + \psi_3(x, y, z)dy \wedge dz.$$ 

Two things are new here: (i) We allow the coefficient functions $\psi_1, \psi_2, \psi_3,$ which are assumed to be continuously differentiable but are otherwise arbitrary; (ii) We now consider linear combinations of the simple forms $dx_{i_1} \wedge dx_{i_2}$. Following the paradigm set before, we define (for $S$ a two dimensional surface as usual, parametrized over a planar set $\mathcal{U}$ by a mapping $\Phi = (\varphi_1, \varphi_2, \varphi_3)$)

$$\int_S \lambda = \int_\mathcal{U} \left[ \psi_1 \circ \Phi(s, t) \left( \frac{\partial \varphi_1}{\partial s} ds + \frac{\partial \varphi_1}{\partial t} dt \right) \wedge \left( \frac{\partial \varphi_2}{\partial s} ds + \frac{\partial \varphi_2}{\partial t} dt \right) \right]$$

$$+ \left[ \psi_2 \circ \Phi(s, t) \left( \frac{\partial \varphi_1}{\partial s} ds + \frac{\partial \varphi_1}{\partial t} dt \right) \wedge \left( \frac{\partial \varphi_3}{\partial s} ds + \frac{\partial \varphi_3}{\partial t} dt \right) \right]$$

$$+ \left[ \psi_3 \circ \Phi(s, t) \left( \frac{\partial \varphi_2}{\partial s} ds + \frac{\partial \varphi_2}{\partial t} dt \right) \wedge \left( \frac{\partial \varphi_3}{\partial s} ds + \frac{\partial \varphi_3}{\partial t} dt \right) \right].$$

Now the tool that makes differential forms powerful is the exterior derivative. If

$$\lambda = \psi_1(x, y, z) \, dx \wedge dy + \psi_2(x, y, z) \, dx \wedge dz + \psi_3(x, y, z) \, dy \wedge dz,$$

then we set

$$d\lambda = \left[ \frac{\partial \psi_1}{\partial x} \, dx \wedge dx \wedge dy + \frac{\partial \psi_1}{\partial y} \, dy \wedge dx \wedge dy + \frac{\partial \psi_1}{\partial z} \, dz \wedge dx \wedge dy \right]$$

$$+ \left[ \frac{\partial \psi_2}{\partial x} \, dx \wedge dx \wedge dz + \frac{\partial \psi_2}{\partial y} \, dy \wedge dx \wedge dz + \frac{\partial \psi_2}{\partial z} \, dz \wedge dx \wedge dz \right]$$

$$+ \left[ \frac{\partial \psi_3}{\partial x} \, dx \wedge dy \wedge dz + \frac{\partial \psi_3}{\partial y} \, dy \wedge dy \wedge dz + \frac{\partial \psi_3}{\partial z} \, dz \wedge dy \wedge dz \right].$$

Of course whenever there is a repeated differential then the form reduces to 0. So we have

$$d\lambda = \left[ \frac{\partial \psi_1}{\partial z} - \frac{\partial \psi_2}{\partial y} + \frac{\partial \psi_3}{\partial x} \right] \, dx \wedge dy \wedge dz.$$

Example 13.10

Let

$$\lambda = x^2z \, dx \wedge dy - z \sin x \, dy \wedge dz + xe^x \, dx \wedge dz.$$
Then
\[ d\lambda = \left[ x^2 - z \cos x + e^z \right] dx \wedge dy \wedge dz. \]
\[ \square \]

Now the triumph of the theory of differential forms is Stokes’s theorem. It allows us to relate the integral of a 2-form over the boundary of a domain to the integral of its exterior derivative over the interior. We begin by stating and proving a version of Stokes’s theorem for a cube.

**Theorem 13.6**

Let
\[ W = \{(x, y, z) \in \mathbb{R}^3 : |x| \leq 1, |y| \leq 1, |z| \leq 1\}. \]

Then the boundary \( \partial W \) of this cube consists of six squares, together with their interiors. Let \( \lambda \) be a 2-form with coefficients defined on \( W \). Then
\[ \int_{\partial W} \lambda = \int_W d\lambda. \]

**Proof:** We write
\[ \lambda = \lambda = \psi_1(x, y, z) dx \wedge dy + \psi_2(x, y, z) dx \wedge dz + \psi_3(x, y, z) dy \wedge dz. \]

Then, as we know,
\[ d\lambda = \left[ \frac{\partial \psi_1}{\partial z} - \frac{\partial \psi_2}{\partial y} + \frac{\partial \psi_3}{\partial x} \right] dx \wedge dy \wedge dz. \]

Now it is straightforward to calculate that
\[
\int_W d\lambda = \int_{-1}^{1} \int_{-1}^{1} \int_{-1}^{1} \left[ \frac{\partial \psi_1}{\partial z} - \frac{\partial \psi_2}{\partial y} + \frac{\partial \psi_3}{\partial x} \right] dx dy dz
\[
= \left[ \int_{-1}^{1} \int_{-1}^{1} \psi_1(x, y, 1) - \int_{-1}^{1} \int_{-1}^{1} \psi_1(x, y, -1) \right]
\[
- \left[ \int_{-1}^{1} \int_{-1}^{1} \psi_2(x, 1, z) - \int_{-1}^{1} \int_{-1}^{1} \psi_2(x, -1, z) \right]
\[
+ \left[ \int_{-1}^{1} \int_{-1}^{1} \psi_3(1, y, z) - \int_{-1}^{1} \int_{-1}^{1} \psi_3(-1, y, z) \right]
\]

But this is nothing other than the integral of \( \lambda \) over the six faces of the cube. \[ \square \]

Certainly there is nothing special about the unit cube in this last result. Virtually the same proof shows that Stokes’s theorem is valid
on any cube. And a little extra effort shows that Stokes's theorem is valid on any region that is the image under a linear map of a cube. See Figure 13.5. Now we wish to pass to more general regions (with smooth boundaries).

In its most natural setting, Stokes's theorem should be formulated on any smoothly bounded domain. It says the following:

**Theorem 13.7**

Let $W$ be a bounded domain in $\mathbb{R}^3$ with boundary that is a continuously differentiable surface (i.e., parametrized by a function $\Phi$ that is continuously differentiable). Let $\lambda$ be a 2-form defined on $W$, together with its boundary, having continuously differentiable coefficients. Then

\[
\int_{\partial W} \lambda = \int_W d\lambda.
\]

The proof of this general version of Stokes's theorem is fairly elaborate, and we shall not provide it here. See, for instance, [LOS] for a complete treatment. The idea, very much in the spirit of calculus proofs that you have seen before, is to approximate $W$ by a union of cubes and linear images of cubes, to invoke Stokes's theorem on each "cube", and then add up the results. The error that occurs in the approximation can be made arbitrarily small if the cubes are sufficiently small.
Exercises

1. Prove that any set of vectors in $\mathbb{R}^k$ that is linearly independent cannot have more than $k$ elements.


3. Prove Proposition 13.3.

4. Fix elements $s, t, u \in \mathbb{R}^k$. First assume that these three points are colinear. By reduction to the one dimensional case, prove the triangle inequality

$$||s - t|| \leq ||s - u|| + ||u - t||.$$  

Now establish the general case of the triangle inequality by comparison with the colinear case.

5. Give another proof of the triangle inequality by squaring both sides and invoking the Schwarz inequality.

6. If $s, t \in \mathbb{R}^k$ then prove that

$$||s + t|| \geq ||s|| - ||t||.$$  

7. Formulate and prove the elementary properties of limits for functions of $k$ variables (refer to Chapter 6 for the one-variable analogues).

8. Formulate and prove the elementary properties (regarding addition, scalar multiplication, etc.) of continuous functions of $k$ variables (refer to Chapter 6 for the one-variable analogues).

9. Prove that the Implicit Function Theorem implies the Inverse Function Theorem.

10. Give an example of a function $f$ defined in a neighborhood of the origin in $\mathbb{R}^k$ for which all partial derivatives exist at 0 but $f$ is not differentiable at 0. (*Hint: The function $f$ need not even be continuous at 0.)*


12. Prove that a vector-valued function $f$ is differentiable at a point $P$ if and only if it can be written as

$$f(P + h) = f(P) + M_P(f)h + R_P(f, h)$$  

as discussed in the text prior to Theorem 13.2.
13. Provide the details for the assertion about what the Chain Rule shows in the proof of Taylor’s Expansion.

14. Prove that a function satisfying the hypotheses of the Inverse Function Theorem is an open mapping in a neighborhood of the point \( P \).

15. Prove that the Implicit Function Theorem is still true if the equation \( f(x_1, x_2, \ldots, x_k) = 0 \) is replaced by \( f(x_1, x_2, \ldots, x_k) = c \). (Hint: Do not repeat the proof of the Implicit Function Theorem.)

16. Let \( f(x_1, x_2) = ((x_1)^3 - x_1 \cdot x_2, \sin(x_1 \cdot x_2)) \) and \( g(x_1, x_2, x_3) = (\ln(x_1 + x_3), \cos x_2) \). Calculate all the first partial derivatives of \( f \circ g \).

17. Give an example of an infinitely differentiable function with domain \( \mathbb{R}^2 \) such that \( \{ (x_1, x_2) : f(x_1, x_2) = 0 \} = \{ (x_1, x_2) : |x_1|^2 + |x_2|^2 \leq 1 \} \).

18. Formulate a definition of second derivative parallel to the definition of first derivative given in Section 13.2. Your definition should involve a matrix. What does this matrix tell us about the second partial derivatives of the function?

19. Formulate and prove a product rule for derivatives of functions of \( k \) variables.

20. Formulate and prove a sum and difference rule for derivatives of functions of \( k \) variables.

21. Formulate and prove a quotient rule for derivatives of functions of \( k \) variables.

22. If \( f \) and \( g \) are vector-valued functions both taking values in \( \mathbb{R}^k \) and both having the same domain, then we can define the dot product function \( h(x) = f(x) \cdot g(x) \). Formulate and prove a product rule for this type of product.

23. Formulate a notion of “bounded variation” for functions of two real variables. Explain why your definition is a reasonable generalization of the notion for one real variable. (This matter was originally studied by Tonelli).

24. Formulate a notion of uniform convergence for functions of \( k \) real variables. Prove that the uniform limit of a sequence of continuous functions is continuous.
25. Formulate a notion of "compact set" for subsets of $\mathbb{R}^k$. Prove that the continuous image, under a vector-valued function, of a compact set is compact.

26. Refer to Exercise 25. Prove that if $f$ is a continuous function on a compact set then $f$ assumes both a maximum value and a minimum value.

27. Prove that if a function with domain an open subset of $\mathbb{R}^k$ is differentiable at a point $P$ then it is continuous at $P$.

28. Justify our notion of distance in $\mathbb{R}^k$ using Pythagorean Theorem considerations.

29. Verify the last two assertions in the proof of Theorem 13.2.

30. Let $f$ be a function defined on a ball $B(P, r)$. Let $u = (u_1, u_2, \ldots, u_k)$ be a vector of unit length. If $f$ is differentiable at $P$ then give a definition of the directional derivative $D_u f(P)$ of $f$ in the direction $u$ at $P$ in terms of $M_P$.

31. If $f$ is differentiable on a ball $B(P, r)$ and if $M_x$ is the zero matrix for every $x \in B(P, r)$ then prove that $f$ is constant on $B(P, r)$.

32. Refer to Exercise 30 for notation. For which collections of vectors $u_1, u_2, \ldots, u_k$ in $\mathbb{R}^k$ is it true that if $D_{u_j} f(x) = 0$ for all $x \in B(P, r)$ and all $j = 1, 2, \ldots, k$ then $f$ is identically constant?

* 33. There is no mean value theorem as such in the theory of functions of several real variables. For example, if $\gamma : [0, 1] \to \mathbb{R}^k$ is a differentiable function on $(0, 1)$, continuous on $[0, 1]$, then it is not necessarily the case that there is a point $\xi \in (0, 1)$ such that $\gamma(\xi) = \gamma(1) - \gamma(0)$. Provide a counterexample to substantiate this claim.

However, there is a serviceable substitute for the mean value theorem: if we assume that $\gamma$ is continuously differentiable on an open interval that contains $[a, b]$ and if $M = \max_{t \in [a, b]} |\gamma'(t)|$ then

$$|\gamma(b) - \gamma(a)| \leq M \cdot |b - a|.$$ 

Prove this statement.

* 34. Let $f$ be a continuously differentiable function with domain the unit ball in $\mathbb{R}^k$ and range $R$. Let $P, Q$ be points of the ball. Using Exercise 33 for inspiration, formulate and prove a sort of "mean value theorem" for $f$ that estimates $|f(P) - f(Q)|$ in terms of the gradient of $f$. 

36. Discuss integration by parts in the context of Stokes's theorem.

* 37. Let $\lambda$ be a 2-form defined on all of $\mathbb{R}^3$. Suppose that

$$\int_S \lambda = 0$$

for every compact, smooth surface $S$ in $\mathbb{R}^3$. What can you conclude about $\lambda$?

38. Which 3-forms $\lambda$ on $\mathbb{R}^3$ have the property that $\lambda = d\sigma$ for some 2-form $\sigma$ on $\mathbb{R}^k$?

39. Find all possible 2-forms $\lambda$ in $\mathbb{R}^3$ such that $d\lambda = dx_1 \wedge dx_2 \wedge dx_3$.

* 40. Prove that, if $\omega$ is a 2-form on the unit sphere $\{(x, y, z) \in \mathbb{R}^3 : x^2 + y^2 + z^2 = 1\}$ then $\int_S d\omega = 0$.

41. Confirm Stokes's theorem for the sphere $\{(x, y, z) : x^2 + y^2 + z^2 = 1\}$ and the 2-form $\lambda = x^2 \, dx \wedge dz - yz \, dy \wedge dx$. That is, explicitly calculate both sides of the formula in Stokes's theorem.
Chapter 14

Advanced Topics

14.1 Metric Spaces

As you studied Chapter 13, and did the exercises developing the basic properties of functions of several variables, you should have noticed that many of the proofs were identical to those in Chapter 6. The arguments generally involved clever use of the triangle inequality. For functions of one variable, the inequality was for $| |$. For functions of several variables the inequality was for $\|\|$.

This section formalizes a general context in which we may do analysis any time we have a reasonable notion of calculating distance. Such a structure will be called a metric:

**Definition 14.1** A metric space is a pair $(X, \rho)$, where $X$ is a set and

$$\rho : X \times X \rightarrow \{ t \in \mathbb{R} : t \geq 0 \}$$

is a function satisfying

1. $\forall x, y \in X, \rho(x, y) = \rho(y, x)$;
2. $\rho(x, y) = 0$ if and only if $x = y$;
3. $\forall x, y, z \in X, \rho(x, y) \leq \rho(x, z) + \rho(z, y)$.

The function $\rho$ is called a metric on $X$.

**Example 14.1**

The pair $(\mathbb{R}, \rho)$, where $\rho(x, y) = |x - y|$, is a metric space. Each of the properties required of a metric is in this case a restatement of familiar facts from the analysis of one dimension.

The pair $(\mathbb{R}^k, \rho)$, where $\rho(x, y) = \|x - y\|$, is a metric space. Each of the properties required of a metric is in this case a
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restatement of familiar facts from the analysis of $k$ dimensions.

The first example presented familiar metrics on two familiar spaces. Now we look at some new ones.

Example 14.2

The pair $(\mathbb{R}^2, \rho)$, where $\rho(x, y) = \max\{|x_1 - y_1|, |x_2 - y_2|\}$, is a metric space. Only the triangle inequality is not trivial to verify; but that reduces to the triangle inequality of one variable.

The pair $(\mathbb{R}, \mu)$, where $\mu(x, y) = 1$ if $x \neq y$ and 0 otherwise, is a metric space. Checking the triangle inequality reduces to seeing that if $x \neq y$ then either $x \neq z$ or $y \neq z$.

Example 14.3

Let $X$ denote the space of continuous functions on the interval $[0, 1]$. If $f, g \in X$ then $\rho(f, g) = \sup_{t \in [0, 1]} |f(t) - g(t)|$. Then the pair $(X, \rho)$ is a metric space. The first two properties of a metric are obvious and the triangle inequality reduces to the triangle inequality for real numbers.

This example is a dramatic new departure from the analysis we have done in the previous thirteen chapters. For $X$ is a very large space—infinitely dimensional in a certain sense. Using the ideas that we are about to develop, it is nonetheless possible to study convergence, continuity, compactness, and the other basic concepts of analysis in this more general context. We shall see applications of these new techniques in later sections.

Now we begin to develop the tools of analysis in metric spaces.

Definition 14.2

Let $(X, \rho)$ be a metric space. A sequence $\{x_j\}$ of elements of $X$ is said to converge to a point $\alpha \in X$ if, for each $\epsilon > 0$, there is an $N > 0$ such that if $j > N$ then $\rho(x_j, \alpha) < \epsilon$. We call $\alpha$ the limit of the sequence $\{x_j\}$. We sometimes write $x_j \to \alpha$.

Compare this definition of convergence with the corresponding definition for convergence in the real line in Section 3.1. Notice that it is identical, except that the sense in which distance is measured is now more general.

Example 14.4

Let $(X, \rho)$ be the metric space from Example 14.3, consisting of the continuous functions on the unit interval with the indicated
metric function \( \rho \). Then \( f = \sin x \) is an element of this space, and so are the functions

\[
f_j = \sum_{\ell=0}^{j} (-1)^\ell \frac{x^{2\ell+1}}{(2\ell+1)!}.
\]

Observe that the functions \( f_j \) are the partial sums for the Taylor series of \( \sin x \). We can check from simple estimates on the error term of Taylor's theorem that the functions \( f_j \) converge uniformly to \( f \). Thus, in the language of metric spaces, \( f_j \to f \) in the metric space notion of convergence.

**Definition 14.3** Let \((X, \rho)\) be a metric space. A sequence \( \{x_j\} \) of elements of \( X \) is said to be **Cauchy** if, for each \( \varepsilon > 0 \) there is an \( N > 0 \) such that if \( j, k > N \) then \( \rho(x_j, x_k) < \varepsilon \).

Now the Cauchy criterion and convergence are connected in the expected fashion:

**Proposition 14.1** Let \( \{x_j\} \) be a convergent sequence, with limit \( \alpha \), in the metric space \((X, \rho)\). Then the sequence \( \{x_j\} \) is Cauchy.

**Proof:** Let \( \varepsilon > 0 \). Choose an \( N \) so large that if \( j > N \) then \( \rho(x_j, \alpha) < \varepsilon/2 \). If \( j, k > N \) then

\[
\rho(x_j, x_k) \leq \rho(x_j, P) + \rho(P, x_k) < \frac{\varepsilon}{2} + \frac{\varepsilon}{2} = \varepsilon.
\]

That completes the proof. \( \square \)

The converse of the proposition is true in the real numbers (with the usual metric), as we proved in Section 3.1. However, it is not true in every metric space. For example, the rationals \( \mathbb{Q} \) with the usual metric \( \rho(s, t) = |s - t| \) is a metric space; but the sequence

\[
3, 3.1, 3.14, 3.141, 3.1415, 3.14159, \ldots,
\]

while certainly Cauchy, does not converge to a rational number. Thus we are led to a definition:

**Definition 14.4** We say that a metric space \((X, \rho)\) is **complete** if every Cauchy sequence converges to an element of the metric space.
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Thus the real numbers, with the usual metric, form a complete metric space. The rational numbers do not.

Example 14.5

Consider the metric space \((X, \rho)\) from Example 14.3 above, consisting of the continuous functions on the closed unit interval with the indicated metric function \(\rho\). If \(\{g_j\}\) is a Cauchy sequence in this metric space then each \(g_j\) is a continuous function on the unit interval and this sequence of continuous functions is Cauchy in the uniform sense (see Chapter 9). Therefore they converge uniformly to a limit function \(g\) that must be continuous. We conclude that the metric space \((X, \rho)\) is complete.

Example 14.6

Consider the metric space \((X, \rho)\) consisting of the polynomials, taken to have domain the interval \([0, 1]\), with the distance function \(\rho(f, g) = \sup_{t \in [0, 1]} |f(t) - g(t)|\). This metric space is not complete. For if \(h\) is any continuous function on \([0, 1]\) that is not a polynomial, such as \(h(x) = \sin x\), then by the Weierstrass Approximation Theorem there is a sequence \(\{p_j\}\) of polynomials that converges uniformly on \([0, 1]\) to \(h\). Thus this sequence \(\{p_j\}\) will be Cauchy in the metric space, but it does not converge to an element of the metric space. We conclude that the metric space \((X, \rho)\) is not complete.

If \((X, \rho)\) is a metric space then an (open) ball with center \(P \in X\) and radius \(r\) is the set

\[
B(P, r) = \{ x \in X : \rho(x, P) < r \}.
\]

The closed ball with center \(P\) and radius \(r\) is the set

\[
\overline{B}(P, r) = \{ x \in X : \rho(x, P) \leq r \}.
\]

Definition 14.5 Let \((X, \rho)\) be a metric space and \(E\) a subset of \(X\). A point \(P \in E\) is called an isolated point of \(E\) if there is an \(r > 0\) such that \(E \cap B(P, r) = \{P\}\). If a point of \(E\) is not isolated then it is called nonisolated.

We see that the notion of "isolated" has intuitive appeal: an isolated point is one that is spaced apart—at least distance \(r\)—from the other points of the space. A nonisolated point, by contrast, has neighbors that are arbitrarily close.
Definition 14.6   Let \((X, \rho)\) be a metric space and \(f : X \to \mathbb{R}\). If \(P \in X\) and \(\ell \in \mathbb{R}\) we say that the limit of \(f\) at \(P\) is \(\ell\), and write

\[
\lim_{x \to P} f(x) = \ell,
\]

if for any \(\epsilon > 0\) there is a \(\delta > 0\) such that if \(0 < \rho(x, P) < \delta\) then \(|f(x) - \ell| < \epsilon\).

Notice in this definition that we use \(\rho\) to measure distance in \(X\)—that is the natural notion of distance with which \(X\) comes equipped—but we use absolute values to measure distance in \(\mathbb{R}\).

The following lemma will prove useful.

Lemma 14.1  
Let \((X, \rho)\) be a metric space and \(P \in X\). Let \(f\) be a function from \(X\) to \(\mathbb{R}\). Then \(\lim_{x \to P} f(x) = \ell\) if and only if, for every sequence \(\{x_j\} \subseteq X\) satisfying \(x_j \to P\), it holds that \(f(x_j) \to f(P)\).

Proof: This is straightforward and is treated in the exercises.

Definition 14.7   Let \((X, \rho)\) be a metric space and \(E\) a subset of \(X\). Suppose that \(P \in E\). We say that a function \(f : E \to \mathbb{R}\) is continuous at \(P\) if

\[
\lim_{x \to P} f(x) = f(P).
\]

Example 14.7  
Let \((X, \rho)\) be the space of continuous functions on the interval \([0, 1]\) equipped with the supremum metric as in Example 14.3 above. Define the function \(F : X \to \mathbb{R}\) by the formula

\[
F(f) = \int_0^1 f(t) \, dt.
\]

Then \(F\) takes an element of \(X\), namely a continuous function, to a real number, namely its integral over \([0, 1]\). We claim that \(F\) is continuous at every point of \(X\).

For fix a point \(f \in X\). If \(\{f_j\}\) is a sequence of elements of \(X\) converging in the metric space sense to the limit \(f\), then (in the language of classical analysis as in Chapters 6-9) the \(f_j\) are continuous functions converging uniformly to the continuous function \(f\) on the interval \([0, 1]\). But, by Theorem 9.2, it follows that

\[
\int_0^1 f_j(t) \, dt \to \int_0^1 f(t) \, dt.
\]
But this just says that $\mathcal{F}(f_2) \to \mathcal{F}(f)$. Using the lemma, we conclude that

$$\lim_{g \to f} \mathcal{F}(g) = \mathcal{F}(f).$$

Therefore $\mathcal{F}$ is continuous at $f$.

Since $f \in X$ was chosen arbitrarily, we conclude that the function $\mathcal{F}$ is continuous at every point of $X$. \hfill \square

In the next section we shall develop some topological properties of metric spaces.

### 14.2 Topology in a Metric Space

Fix a metric space $(X, \rho)$. A set $U \subseteq X$ is called open if for each $u \in U$ there is an $r > 0$ such that $B(u, r) \subseteq U$. A set $E \subseteq X$ is called closed if its complement in $X$ is open.

**Example 14.8**

Consider the set of real numbers $\mathbb{R}$ equipped with the metric $\rho(s, t) = 1$ if $s \neq t$ and $\rho(s, t) = 0$ otherwise. Then each singleton $U = \{x\}$ is an open set. For let $P$ be a point of $U$. Then $P = x$ and the ball $B(P, 1/2)$ lies in $U$.

However, each singleton is also closed. For the complement of the singleton $U = \{x\}$ is the set $S = \mathbb{R} \setminus \{x\}$. If $s \in S$ then $B(s, 1/2) \subseteq S$ as in the preceding paragraph. \hfill \square

**Example 14.9**

Let $(X, \rho)$ be the metric space of continuous functions on the interval $[0, 1]$ equipped with the metric $\rho(f, g) = \sup_{x \in [0, 1]} |f(x) - g(x)|$. Define

$$U = \{f \in X : f(1/2) > 5\}.$$

Then $U$ is an open set in the metric space. To verify this assertion, fix an element $f \in U$. Let $\epsilon = f(1/2) - 5 > 0$. We claim that the metric ball $B(f, \epsilon)$ lies in $U$. For let $g \in B(f, \epsilon)$. Then

$$g(1/2) \geq f(1/2) - |f(1/2) - g(1/2)| \geq f(1/2) - \rho(f, g) > f(1/2) - \epsilon = 5.$$  

It follows that $g \in U$. Since $g \in B(f, \epsilon)$ was chosen arbitrarily, we may conclude that $B(f, \epsilon) \subseteq U$. But this says that $U$ is open.
We may also conclude from this calculation that
\[ cU = \{ f \in X : f(1/2) \leq 5 \} \]
is closed. \[ \square \]

**Definition 14.8** Let \((X, \rho)\) be a metric space and \(S \subseteq X\). A point \(x \in X\) is called an accumulation point of \(S\) if every \(B(x, r)\) contains infinitely many elements of \(S\).

**Proposition 14.2**
Let \((X, \rho)\) be a metric space. A set \(S \subseteq X\) is closed if and only if every accumulation point of \(S\) lies in \(S\).

**Proof:** The proof is similar to the corresponding result in Section 5.1 and we leave it to the exercises. \[ \square \]

**Definition 14.9** Let \((X, \rho)\) be a metric space. A subset \(S \subseteq X\) is said to be bounded if \(S\) lies in some ball \(B(P, r)\).

**Definition 14.10** Let \((X, \rho)\) be a metric space. A set \(S \subseteq X\) is said to be compact if every sequence in \(S\) has a subsequence that converges to an element of \(S\).

**Example 14.10**
In Chapter 5 we learned that, in the real number system, compact sets are closed and bounded, and conversely. Such is not the case in general metric spaces.

As an example, consider the metric space \((X, \rho)\) consisting of all continuous functions on the interval \([0, 1]\) with the supremum metric as in previous examples. Let
\[ S = \{ f_j(x) = x^j : j = 1, 2, \ldots \} \]
This set is bounded since it lies in the ball \(B(0, 2)\) (here \(0\) denotes the identically zero function). We claim that \(S\) contains no Cauchy sequences. This follows (see the discussion of uniform convergence in Chapter 9) because, no matter how large \(N\) is, if \(k > j > N\) then we may write
\[ |f_j(x) - f_k(x)| = |x^j| |(x^{k-j} - 1)| \]
Fix \(j\). If \(x\) is sufficiently near to 1 then \(|x^j| > 3/4\). But then we may pick \(k\) so large that \(|x^{k-j}| < 1/4\). Thus

\[|f_k(x) - f_j(x)| \geq \frac{9}{16}.\]

So there is no Cauchy subsequence. We may conclude (for vacuous reasons) that \(S\) is closed.

But \(S\) is not compact. For, as just noted, the sequence \(\{f_j\}\) consists of infinitely many distinct elements of \(S\) which do not have a convergent subsequence (indeed not even a Cauchy subsequence).

In spite of the last example, half of the Heine-Borel theorem is true:

**Proposition 14.3**

Let \((X, \rho)\) be a metric space and \(S\) a subset of \(X\). If \(S\) is compact then \(S\) is closed and bounded.

**Proof:** Let \(\{s_j\}\) be a Cauchy sequence in \(S\). By compactness, this sequence must contain a subsequence converging to some limit \(P\). But since the full sequence is Cauchy, the full sequence must converge to \(P\) (Exercise). Thus \(S\) is closed.

If \(S\) is not bounded, we derive a contradiction as follows. Fix a point \(P_1 \in S\). Since \(S\) is not bounded we may find a point \(P_2\) that has distance at least 1 from \(P_1\). Since \(S\) is unbounded, we may find a point \(P_3\) of \(S\) that is distance at least 2 from both \(P_1\) and \(P_2\). Continuing in this fashion, we select \(P_j \in S\) which is distance at least \(j\) from \(P_1, P_2, \ldots, P_{j-1}\). Such a sequence \(\{P_j\}\) can have no Cauchy subsequence, contradicting compactness. Therefore \(S\) is bounded.

**Definition 14.11**

Let \(S\) be a subset of a metric space \((X, \rho)\). A collection of open sets \(\{O_\alpha\}_{\alpha \in A}\) (each \(O_\alpha\) is an open set in \(X\)) is called an open covering of \(S\) if

\[\bigcup_{\alpha \in A} O_\alpha \supseteq S.\]

**Definition 14.12**

If \(C\) is an open covering of a set \(S\) and if \(D\) is another open covering of \(S\) such that each element of \(D\) is also an element of \(C\) then we call \(D\) a subcovering of \(C\).

We call \(D\) a finite subcovering if \(D\) has just finitely many elements.

**Theorem 14.1**

A subset \(S\) of a metric space \((X, \rho)\) is compact if and only if every open
covering $C = \{O_\alpha\}_{\alpha \in A}$ of $S$ has a finite subcovering.

Proof: The forward direction is beyond the scope of this book and we shall not discuss it.

The proof of the reverse direction is similar in spirit to the proof in Section 5.3 (Theorem 5.3). We leave the details for the exercises.

Proposition 14.4
Let $S$ be a compact subset of a metric space $(X, \rho)$. If $E$ is a closed subset of $S$ then $E$ is compact.

Proof: Let $C$ be an open covering of $E$. The set $U = X \setminus E$ is open and the covering $C'$ consisting of all the open sets in $C$ together with the open set $U$ covers $S$. Since $S$ is compact we may find a finite subcovering $O_1, O_2, \ldots, O_k$ that covers $S$. If one of these sets is $U$ then discard it. The remaining $k - 1$ open sets cover $E$.

The Exercises will ask you to find an alternative proof of this last fact.

14.3 The Baire Category Theorem
Let $(X, \rho)$ be a metric space and $S \subseteq X$ a subset. A set $E \subseteq X$ is said to be dense in $S$ if every element of $S$ is the limit of some sequence of elements of $E$.

Example 14.11
The set of rational numbers $\mathbb{Q}$ is dense in any subset of the reals $\mathbb{R}$ equipped with the usual metric.

Example 14.12
Let $(X, \rho)$ be the metric space of continuous functions on the interval $[0, 1]$ equipped with the supremum metric as usual. Let $E \subseteq X$ be the polynomial functions. Then the Weierstrass Approximation Theorem tells us that $E$ is dense in $X$. 

Example 14.13

Consider the real numbers $\mathbb{R}$ with the metric $\rho(s, t) = 1$ if $s \neq t$ and $\rho(s, t) = 0$ otherwise. Then no proper subset of $\mathbb{R}$ is dense in $\mathbb{R}$. To see this, notice that if $E$ were dense and were not all of $\mathbb{R}$ and if $P \in \mathbb{R} \setminus E$ then $\rho(P, e) > 1/2$ for all $e \in E$. So elements of $E$ do not get close to $P$. Thus $E$ is not dense in $\mathbb{R}$. \qed

Definition 14.13 If $(X, \rho)$ is a metric space and $E \subseteq X$ then the closure of $E$ is defined to be the union of $E$ with the set of its accumulation points.

Example 14.14

Let $(X, \rho)$ be the set of real numbers with the usual metric and set $E = \mathbb{Q} \cap (-2, 2)$. Then the closure of $E$ is $[-2, 2]$.

Let $(Y, \sigma)$ be the continuous functions on $[0, 1]$ equipped with the supremum metric as in Example 14.3. Take $E \subseteq Y$ to be the polynomials. Then the closure of $E$ is $Y$. \qed

We note in passing that if $B(P, r)$ is a ball in a metric space $(X, \rho)$ then $\overline{B}(P, r)$ will contain but need not be equal to the closure of $B(P, r)$ (for which see Exercise 6).

Definition 14.14 Let $(X, \rho)$ be a metric space. We say that $E \subseteq X$ is nowhere dense in $X$ if the closure of $E$ contains no ball $B(x, r)$ for any $x \in X$, $r > 0$.

Example 14.15

Let us consider the integers $\mathbb{Z}$ as a subset of the metric space $\mathbb{R}$ equipped with the standard metric. Then the closure of $\mathbb{Z}$ is $\mathbb{Z}$ itself. And of course $\mathbb{Z}$ contains no metric balls. Therefore $\mathbb{Z}$ is nowhere dense in $\mathbb{R}$. \qed

Example 14.16

Consider the metric space $X$ of all continuous functions on the unit interval $[0, 1]$, equipped with the usual supremum metric. Fix $k > 0$ and consider

$$E \equiv \{p(x) : p \text{ is a polynomial of degree not exceeding } k\}.$$ 

Then the closure of $E$ is $E$ itself (that is, the limit of a sequence of polynomials of degree not exceeding $k$ is still a polynomial of degree not exceeding $k$—details are requested of you in the exercises). And $E$ contains no metric balls. For if $p \in E$ and
14.3 The Baire Category Theorem

$r > 0$ then $p(x) + (r/2) \cdot x^{k+1} \in B(p, r)$ but $p(x) + (r/2) \cdot x^{k+1} \notin E$.

We recall, as noted in Example 14.14 above, that the set of all polynomials is dense in $X$; but if we restrict attention to polynomials of degree not exceeding a fixed number $k$ then the resulting set is nowhere dense.

Theorem 14.2 [The Baire Category Theorem]

Let $(X, \rho)$ be a complete metric space. Then $X$ cannot be written as the union of countably many nowhere dense sets.

Proof: This proof is quite similar to the proof that we presented in Chapter 5 that a perfect set must be uncountable. You may wish to review that proof at this time.

Seeking a contradiction, suppose that $X$ may be written as a countable union of nowhere dense sets $Y_1, Y_2, \ldots$. Choose a point $x_1 \in \complement Y_1$. Since $Y_1$ is nowhere dense we may select an $r_1 > 0$ such that $B_1 = B(x_1, r_1)$ satisfies $B_1 \cap \overline{Y}_1 = \emptyset$. Assume without loss of generality that $r_1 < 1$.

Next, since $Y_2$ is nowhere dense, we may choose $x_2 \in \complement Y_2$ and an $r_2 > 0$ such that $B_2 = B(x_2, r_2) \subseteq B_1 \cap \complement Y_2$. Shrinking $B_2$ if necessary, we may assume that $r_2 < \frac{1}{2} r_1$. Continuing in this fashion, we select at the $j$th step a point $x_j \in \complement Y_j$ and a number $r_j > 0$ such that $r_j < \frac{1}{2} r_{j-1}$ and $B_j = B(x_j, r_j) \subseteq \complement Y_j$.

Now the sequence $\{x_j\}$ is Cauchy since all the terms $x_j$ for $j > N$ are contained in a ball of radius $r_N < 2^{-N}$ hence are not more than distance $2^{-N}$ apart. Since $(X, \rho)$ is a complete metric space, we conclude that the sequence converges to a limit point $P$. Moreover, by construction, $P \in \complement Y_j$ for every $j$ hence is in the complement of every $Y_j$. Thus $\bigcup_j Y_j \neq X$. That is a contradiction, and the proof is complete.

Before we apply the Baire Category Theorem, let us formulate some restatements, or corollaries, of the theorem which follow immediately from the definitions.

Corollary 14.1

Let $(X, \rho)$ be a complete metric space. Let $Y_1, Y_2, \ldots$ be countably many closed subsets of $X$, each of which contains no nontrivial open ball. Then $\bigcup_j Y_j$ also has the property that it contains no nontrivial open ball.
Corollary 14.2

Let \((X, \rho)\) be a complete metric space. Let \(O_1, O_2, \ldots\) be countably many dense open subsets of \(X\). Then \(\bigcap_j O_j\) is dense in \(X\).

Note that the result of the second corollary follows from the first corollary by complementation. The set \(\bigcap_j O_j\), while dense, need not be open.

Example 14.17

The metric space \(\mathbb{R}\), equipped with the standard Euclidean metric, cannot be written as a countable union of nowhere dense sets.

By contrast, \(\mathbb{Q}\) can be written as the union of the singletons \(\{q_j\}\) where the \(q_j\) represent an enumeration of the rationals. Each singleton is of course nowhere dense since it is the limit of other rationals in the set. However, \(\mathbb{Q}\) is not complete.

Example 14.18

Baire's theorem contains the fact that a perfect set of real numbers must be uncountable. For if \(P\) were perfect and countable we could write \(P = \{p_1, p_2, \ldots\}\). Therefore

\[
P = \bigcup_{j=1}^{\infty} \{p_j\}.
\]

But each of the singletons \(\{p_j\}\) is a nowhere dense set in the metric space \(P\). And \(P\) is complete. (You should verify both these assertions for yourself.) This contradicts the Category Theorem. So \(P\) cannot be countable.

A set that can be written as a countable union of nowhere dense sets is said to be of first category. If a set is not of first category, then it is said to be of second category. The Baire Category Theorem says that a complete metric space must be of second category. We should think of a set of first category as being "thin" and a set of second category as being "fat" or "robust." (This is one of many ways that we have in mathematics of distinguishing "fat" sets. Countability and uncountability is another. Lebesgue's measure theory is a third.)

One of the most striking applications of the Baire Category Theorem is the following result to the effect that "most" continuous functions are nowhere differentiable. This explodes the myth that most of us mistakenly derive from calculus class that a typical continuous function
is differentiable at all points except perhaps at a discrete set of bad points.

**Theorem 14.3**

Let \((X, \rho)\) be the metric space of continuous functions on the unit interval \([0, 1]\) equipped with the metric

\[ \rho(f, g) = \sup_{x \in [0, 1]} |f(x) - g(x)|. \]

Define a subset of \(E\) of \(X\) as follows: \(f \in E\) if there exists one point at which \(f\) is differentiable. Then \(E\) is of first category in the complete metric space \((X, \rho)\).

**Proof:** For each pair of positive integers \(m, n\) we let

\[ A_{m,n} = \{f \in X : \exists x \in [0, 1] \text{ such that } |f(x) - f(t)| \leq n|x - t| \forall t \in [0, 1] \text{ that satisfy } |x - t| \leq 1/m \}. \]

Fix \(m\) and \(n\). We claim that \(A_{m,n}\) is nowhere dense in \(X\). In fact, if \(f \in A_{m,n}\) set

\[ K_f = \max_{x \in [0, 1]} \left| \frac{f(x + 1/m) - f(x)}{1/m} \right|. \]

Let \(h(x)\) be a continuous piecewise linear function, bounded by 1, consisting of linear pieces having slope \(3K_f\). Then for every \(\epsilon > 0\) it holds that \(f + \epsilon \cdot h\) has metric distance less than \(\epsilon\) from \(f\) and is not a member of \(A_{m,n}\). This proves that \(A_{m,n}\) is nowhere dense.

We conclude from Baire's theorem that \(\bigcup_{m,n} A_{m,n}\) is nowhere dense in \(X\). Therefore \(S = X \setminus \bigcup_{m,n} A_{m,n}\) is of second category. But if \(f \in S\) then for every \(x \in [0, 1]\) and every \(n > 0\) there are points \(t\) arbitrarily close to \(x\) (that is, at distance \(\leq 1/m\) from \(x\)) such that

\[ \frac{|f(x) - f(t)|}{t - x} > n. \]

It follows that \(f\) is differentiable at no \(x \in [0, 1]\). That proves the assertion. \(\Box\)

### 14.4 The Ascoli-Arzela Theorem

Let \(\mathcal{F} = \{f_\alpha\}_{\alpha \in A}\) be a family, not necessarily countable, of functions on a metric space \((X, \rho)\). We say that the family \(\mathcal{F}\) is **equicontinuous** on \(X\) if for every \(\epsilon > 0\) there is a \(\delta > 0\) such that when \(\rho(s, t) < \)
Let \( \delta \) then \( |f_\alpha(s) - f_\alpha(t)| < \epsilon \). Notice that equicontinuity mandates not only uniform continuity of each \( f_\alpha \) but also that the uniformity occur simultaneously, and at the same rate, for all the \( f_\alpha \).

**Example 14.19**

Let \((X, \rho)\) be the unit interval \([0, 1]\) with the usual Euclidean metric. Let \( \mathcal{F} \) consist of all functions \( f \) on \( X \) that satisfy the Lipschitz condition

\[
|f(s) - f(t)| \leq 2 \cdot |s - t|
\]

for all \( s, t \). Then \( \mathcal{F} \) is an equicontinuous family of functions. For if \( \epsilon > 0 \) then we may take \( \delta = \epsilon/2 \). Then if \( |s - t| < \delta \) and \( f \in \mathcal{F} \) we have

\[
|f(s) - f(t)| \leq 2 \cdot |s - t| < 2 \cdot \delta = \epsilon.
\]

Observe, for instance, that the Mean Value Theorem tells us that \( \sin x, \cos x, 2x, x^2 \) are elements of \( \mathcal{F} \).

If \( \mathcal{F} \) is a family of functions on \( X \), then we call \( \mathcal{F} \) equibounded if there is a number \( M > 0 \) such that

\[
|f(x)| \leq M
\]

for all \( x \in X \) and all \( f \in \mathcal{F} \). For example, the functions \( f_j(x) = \sin jx \) on \([0, 1]\) form an equibounded family.

One of the cornerstones of classical analysis is the following result of Ascoli and Arzelà:

**Theorem 14.4** [The Ascoli-Arzela Theorem]

Let \((Y, \sigma)\) be a metric space and assume that \( Y \) is compact. Let \( \mathcal{F} \) be an equibounded, equicontinuous family of functions on \( Y \). Then there is a sequence \( \{f_j\} \subseteq \mathcal{F} \) that converges uniformly to a continuous function on \( Y \).

Before we prove this theorem, let us comment on it. Let \((X, \rho)\) be the metric space consisting of the continuous functions on the unit interval \([0, 1]\) equipped with the usual supremum norm. Let \( \mathcal{F} \) be an equicontinuous, equibounded family of functions on \([0, 1]\). Then the theorem says that \( \mathcal{F} \) is a compact set in this metric space. For any infinite subset of \( \mathcal{F} \) is guaranteed to have a convergent subsequence. As a result, we may interpret the Ascoli-Arzela theorem as identifying certain compact collections of continuous functions.
Proof of the Ascoli-Arzela Theorem: We divide the proof into a sequence of lemmas.

Lemma 14.2
Let \( \eta > 0 \). There exist finitely many points \( y_1, y_2, \ldots, y_k \in Y \) such that every ball \( B(s, \eta) \subseteq Y \) contains one of the \( y_j \). We call \( y_1, \ldots, y_k \) an \( \eta \)-net for \( Y \).

Proof: Consider the collection of balls \( \{ B(y, \eta/2) : y \in Y \} \). This is an open covering of \( Y \) hence, by compactness, has a finite subcovering \( B(y_1, \eta/2), \ldots, B(y_k, \eta/2) \). The centers \( y_1, \ldots, y_k \) are the points we seek. For if \( B(s, \eta) \) is any ball in \( Y \) then its center \( s \) must be contained in some ball \( B(y_j, \eta/2) \). But then \( B(y_j, \eta/2) \subseteq B(s, \eta) \) hence, in particular, \( y_j \in B(s, \eta) \).

Lemma 14.3
Let \( \epsilon > 0 \). There is an \( \eta > 0 \), a corresponding \( \eta \)-net \( y_1, \ldots, y_k \), and a sequence \( \{ f_m \} \subseteq F \) such that

- The sequence \( \{ f_m(y_{\ell}) \} \) converges for each \( y_{\ell} \);
- For any \( y \in Y \) the sequence \( \{ f_m(y) \} \) is contained in an interval in the real line of length at most \( \epsilon \).

Proof: By equicontinuity there is an \( \eta > 0 \) such that if \( \rho(s, t) < \eta \) then \( |f(s) - f(t)| < \epsilon/3 \) for every \( f \in F \). Let \( y_1, \ldots, y_k \) be an \( \eta \)-net. Since the family \( F \) is equibounded, the set of numbers \( \{ f(y_1) : f \in F \} \) is bounded. Thus there is a subsequence \( f_j \) such that \( \{ f_j(y_1) \} \) converges. But then, by similar reasoning, we may choose a subsequence \( f_{j_k} \) such that \( \{ f_{j_k}(y_2) \} \) converges. Continuing in this fashion, we may find a sequence, which we call \( \{ f_m \} \), which converges at each point \( y_{\ell} \). The first assertion is proved. Discarding finitely many of the \( f_m \)'s, we may suppose that for every \( m, n \) and every \( j \) it holds that \( |f_m(y_j) - f_n(y_j)| < \epsilon/3 \).

Now if \( y \) is any point of \( Y \) then there is an element \( y_{\ell} \) of the \( \eta \)-net such that \( \rho(y, y_{\ell}) < \eta \). But then, for any \( m, n, \) we have

\[
|f_m(y) - f_n(y)| \leq |f_m(y) - f_m(y_{\ell})| + |f_m(y_{\ell}) - f_n(y_{\ell})| + |f_n(y_{\ell}) - f_n(y)|
\]

\[
< \frac{\epsilon}{3} + \frac{\epsilon}{3} + \frac{\epsilon}{3} = \epsilon.
\]
That proves the second assertion.

**Proof of the Theorem:** With $\varepsilon = 2^{-1}$ apply Lemma 14.3 to obtain a sequence $f_m$. Apply Lemma 14.3 again, with $\varepsilon = 2^{-2}$ and the role of $\mathcal{F}$ being played by the sequence $\{f_m\}$. This yields a new sequence $\{f_{m_r}\}$. Apply Lemma 14.3 once again with $\varepsilon = 2^{-3}$ and the role of $\mathcal{F}$ being played by the second sequence $\{f_{m_r}\}$. Keep going to produce a countable list of sequences.

Now produce the final sequence by selecting the first element of the first sequence, the second element of the second sequence, the third element of the third sequence, and so forth. This sequence, which we call $\{f_w\}$, will satisfy the conclusion of the theorem.

For if $\varepsilon > 0$ then there is a $j$ such that $2^{-j} < \varepsilon$. After $j$ terms, the sequence $\{f_w\}$ is a subsequence of the $j^{\text{th}}$ sequence constructed above. Hence at every $y \in Y$ all the terms $f_w(y), w > j$, lie in an interval of length $\varepsilon$. But that just verifies convergence at the point $y$. Note moreover that the choice of $j$ in this last argument was independent of $y \in Y$. That shows that the convergence is uniform. The proof is complete.

**14.5 The Lebesgue Integral**

There are two primary motivations for studying Lebesgue measure theory:

(a) It is desirable to measure the length of any subset of the real line.

(b) It is desirable to have a theory of the integral in which the syllogism

$$\lim_{j \to \infty} \int f_j(x) \, dx = \int \lim_{j \to \infty} f_j(x) \, dx$$

holds in greatest possible generality.

It turns out that both of these desiderata are too ambitious. In fact (a) is impossible. In order to have a feasible and useful theory of measuring sets, we must restrict attention to a particular class of sets. As for (b), we can certainly construct a theory of the integral in which (*) is easy and natural. But there is no "optimal" theory.

The Lebesgue integral addresses both of the above issues very nicely. We shall invest a few pages in this section to providing a brief introduction to the pertinent ideas. We will not be able to prove all the results, but we can state them all precisely and provide some elucidating examples. The notion of length that we shall develop here is called a "measure". We begin by showing why not all sets are measurable.
Example 14.20
We work on the interval $I = [0, 1]$, with addition modulo 1 (which means just that when we add two numbers we subtract off the greatest integer to obtain an answer between 0 and 1). If $x, y \in I$ then we say that $x \sim y$ if $x - y$ is rational. It is easy to see that this is an equivalence relation; we leave the details to the reader.

Now we form a set $S$ by selecting one element from each equivalence class. Then let $S_q = \{s + q : s \in S\}$ for each rational number $q \in I$. Of course we perform all additions modulo 1. Then the sets $S_q$ are pairwise disjoint.

So we have that $\bigcup_q S_q = I$ and each set $S_q$ has the same length (since they are all translates of each other). There are countably many of the $S_q$. So what length $m(S_q)$ should we assign to $S_q$? If we assign some positive length, $m(S_q) = \lambda > 0$, then we see that

$$m(I) = \sum_q m(S_q) = \sum_q \lambda = +\infty;$$

thus $I$ has infinite length, which is clearly not true.

If we instead assign 0 length to $S_q$, $m(S_q) = 0$, then the measure of $I$ is 0 (since that is the limit of the partial sums $\sum_{|q| \leq N} m(S_q)$). That is also a contradiction. We conclude that there is no sensible length that we can logically assign to $S_q$. $\square$

The correct conclusion to draw from this example is that not all sets can be measured. We need to give a rule that identifies those sets that we are allowed to measure.

14.5.1 Measurable Sets
We proceed indirectly, by first defining a preliminary version of a measure (called an outer measure). If $J = (a, b)$ is any open interval, we let $|J|$ be the ordinary length of $J$: $|J| = b - a$. Now we measure the “length” of any set by considering coverings of that set by intervals.

Definition 14.15 Let $S \subseteq \mathbb{R}$ be a set. We define

$$m^*(S) = \inf_{S \subseteq \bigcup_j I_j} \sum_j |I_j|,$$

1This step requires a powerful idea from logic called the Axiom of Choice. See, for example, [KRA4].
where the infimum is taken over coverings of $S$ by collections $\{I_j\}$ of open intervals.

**Example 14.21**

Let $J = [a, b]$ be any closed interval. Then $m^*(J) = b - a$. To see this, first observe that $J \subseteq I \equiv (a - \epsilon, b + \epsilon)$. Then, by definition,

$$m^*(J) \leq |I| = (b - a) + 2\epsilon.$$  

It follows that $m^*(J) \leq b - a$, and that is half of what we wish to prove.

For the opposite inequality, let $\{I_j\}$ be a covering of $J$ by open intervals. By a straightforward procedure, we may refine this covering so that no interval is contained in the union of the others. Let the intervals, from left to right, be $L_1 = (a_1, b_1)$, $L_2 = (a_2, b_2)$, ..., $L_k = (a_k, b_k)$. Then

$$\sum_{j} |I_j| \geq \sum_{\ell=1}^{k} |L_{\ell}| \geq b_k - a_1 > b - a.$$  

Since this is an estimate from below for an arbitrary covering of $J$ by open intervals, we conclude that $m^*(J) \geq b - a$.

Putting together the two estimates yields that $m^*(J) = b - a$. \qed

**Example 14.22**

The outer measure $m^*$ of the set of rational numbers is zero. To see this, let $\{q_j\}_{j=1}^{\infty}$ be an enumeration of $\mathbb{Q}$. Let $\epsilon > 0$. Now let $I_1$ be an open interval centered at $q_1$ of length $\epsilon/2$. Let $I_2$ be an open interval centered at $q_2$ of length $\epsilon/4$. Continuing, let $I_j$, each $j$, be an open interval of length $\epsilon/2^j$ centered at $q_j$. Then $\mathbb{Q} \subseteq \bigcup_{j} I_j$. Hence

$$m^*(\mathbb{Q}) \leq \sum_{j} |I_j| < \sum_{j=1}^{\infty} \frac{\epsilon}{2^j} = \epsilon.$$  

Since this estimate holds for every $\epsilon > 0$, and since $m^*(\mathbb{Q}) \geq 0$ automatically, we conclude that $m^*(\mathbb{Q}) = 0$. \qed

Observe that the argument in the last example can be used to show that any countable set has outer measure 0. It is immediate, and we leave the details as an exercise, that if $A \subseteq B$ then $m^*(A) \leq m^*(B)$. It is just as obvious that if $A$ and $B$ are sets then $m^*(A \cup B) \leq m^*(A) + m^*(B)$.  

Now do not be misled. We have a way of assigning an "outer measure" to any set. But, based on Example 14.20, we cannot assume that this outer measure will behave in a reasonable manner. In particular, we cannot suppose that it will be countably additive (i.e., that the measure of the countable union of disjoint sets will equal the sum of the measures of the individual sets). Our example rules out that possibility. So we must restrict ourselves to measuring only certain sets. This consideration leads to the next definition.

**Definition 14.16** Let \( E \subseteq \mathbb{R} \) be a set. We say that \( E \) is measurable if, for any set \( A \subseteq \mathbb{R} \),

\[
m^*(A) = m^*(A \cap E) + m^*(A \setminus E).
\]

It will turn out that (i) the set \( S \) that we constructed in Example 14.20 is *not* measurable according to this definition, and (ii) the measurable sets given by Definition 14.16 do satisfy countable additivity and other reasonable properties that we expect of a measure.

Observe that it is always the case that

\[
m^*(A) \leq m^*(A \cap E) + m^*(A \setminus E).
\]

Hence our condition for measurability comes down to checking that

\[
m^*(A) \geq m^*(A \cap E) + m^*(A \setminus E).
\]

(*)

Now we will definitely not develop all the properties of measurable sets. But we will describe the theory, proving some results along the way. The reader interested in the full story can consult, for example, [ROY] or [RUD2].

**Proposition 14.5**

*If \( E \subseteq \mathbb{R} \) and \( m^*(E) = 0 \) then \( E \) is measurable.*

**Proof:** Let \( A \subseteq \mathbb{R} \) be any set. Then \( A \cap E \subseteq E \) so it is easy to see that \( m^*(A \cap E) = 0 \). Likewise \( A \setminus E \subseteq A \) hence \( m^*(A \setminus E) \leq m^*(A) \). It follows that

\[
m^*(A) \geq m^*(A \setminus E) = m^*(A \setminus E) + m^*(A \cap E).
\]

This is condition (*).

\[\square\]

**Proposition 14.6**

*If \( E_1, E_2 \) are measurable sets then so is \( E_1 \cup E_2 \).*
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**Proof:** Let $A \subseteq \mathbb{R}$ be any set. The hypothesis that $E_1$ is measurable implies that

$$m^*(A \setminus E_1) = m^*((A \setminus E_1) \cap E_2) + m^*((A \setminus E_1) \setminus E_2).$$

Noting that

$$A \cap (E_1 \cup E_2) = (A \cap E_1) \cup ((A \cap E_2) \setminus E_1),$$

we see that

$$m^*(A \cap (E_1 \cup E_2)) \leq m^*(A \cap E_1) + m^*((A \cap E_2) \setminus E_1).$$

In conclusion,

$$m^*(A \cap (E_1 \cup E_2)) + m^*((A \setminus E_1) \setminus E_2)$$

$$\leq m^*(A \cap E_1) + m^*((A \cap E_2) \setminus E_1) + m^*((A \setminus E_1) \setminus E_2)$$

$$= m^*(A \cap E_1) + m^*(A \setminus E_1) = m^*(A).$$

The last equality is valid since $E_1$ is measurable. Finally observe that

$$c(E_1 \cup E_2) = cE_1 \cap cE_2$$

and conclude that $E_1 \cup E_2$ is measurable. $\square$

Applying this last result inductively, we may conclude that any finite union of measurable sets is measurable. It is immediate from the definition that the complement of a measurable set is measurable. These two properties taken together tell us that the collection $\mathcal{M}$ of measurable sets forms an algebra.

In fact more is true. Any countable union of measurable sets is measurable. Thus we say that $\mathcal{M}$ is a $\sigma$-algebra.

In case $E \in \mathcal{M}$ then we will declare the measure $m(E)$ of $E$ to be just its outer measure $m^*(E)$. Thus $m(E) = m^*(E)$ for measurable sets $E$. **Let us once again repeat the fundamental point about measurable sets:** We may calculate the outer measure $m^*$ of any set. But if we want our notion of measure (or length) to behave in a reasonable way—to be countably additive, for example—then we must restrict our attention to measurable sets (the elements of $\mathcal{M}$). For a measurable set, we define the measure $m(E) = m^*(E)$.

It is time to abandon abstractions and address the concrete: Which sets are measurable? How can we recognize a measurable set? The following lemma is key to answering this question:

**Lemma 14.4**

The interval $(0, \infty)$ is measurable.
Proof: Let $A \subseteq \mathbb{R}$ be an arbitrary set. Set $A_1 = A \cap (0, \infty)$ and $A_2 = A \setminus (0, \infty)$. Our job, then, is to show that

$$m^*(A_1) + m^*(A_2) \leq m^*(A). \quad (*)$$

If $m^*(A) = \infty$ then inequality $(*)$ is immediate. Instead suppose that $M^*(A) < \infty$. Let $\epsilon > 0$. Then, by definition of the outer measure, there is a collection $\{I_j\}$ of open intervals that covers $A$ and such that

$$\sum_j |I_j| \leq m^*(A) + \epsilon.$$

Let $I'_j = I_j \cap (0, \infty)$ and $I''_j = I_j \setminus (0, \infty)$. Then $I'_j$ and $I''_j$ are intervals (or possibly empty) and

$$|I_j| = |I'_j| + |I''_j| = m^*(I'_j) + m^*(I''_j).$$

Since $A_1 \subseteq \bigcup_j I'_j$ we have

$$m^*(A_1) \leq m^*(\bigcup_j I'_j) \leq \sum_j m^*(I'_j).$$

Also, since $A_2 \subseteq \bigcup_j I''_j$, we have

$$m^*(A_2) \leq m^*(\bigcup_j I''_j) \leq \sum_j m^*(I''_j).$$

In conclusion,

$$m^*(A_1) + m^*(A_2) \leq \sum_j (m^*(I'_j) + m^*(I''_j))$$

$$= \sum_j (|I'_j| + |I''_j|)$$

$$\leq \sum_j |I_j|$$

$$\leq m^*(A) + \epsilon.$$

Since $\epsilon > 0$ was arbitrary, we conclude that

$$m^*(A_1) + m^*(A_2) \leq m^*(A),$$

as was to be proved.

An identical argument shows that any interval of the form $(a, \infty)$ is measurable. Now, taking complements and unions, we find that any
interval whatever is measurable. But any open set is a union of intervals. So we see that open sets are measurable. By complementation, closed sets are measurable. Finally, any set that may be obtained from the open and closed sets by way of (at most) countable union and complementation is measurable. We call this last collection of sets the Borel sets. Thus all Borel sets are measurable.

We conclude this subsection by recording an important additivity property of measurable sets. The proof is omitted.

Proposition 14.7
Let $E_1, E_2, \ldots$ be a sequence of pairwise disjoint, measurable sets. Then

$$m \left( \bigcup_j E_j \right) = \sum_j m(E_j).$$

14.5.2 The Lebesgue Integral

Now we may construct the Lebesgue integral. If $E$ is any measurable set then let

$$\chi_E(x) = \begin{cases} 1 & \text{if } x \in E \\ 0 & \text{if } x \notin E \end{cases}$$

be the characteristic (or indicator) function of $E$.

A function $f$ is called simple if it is a finite linear combination of characteristic functions. Specifically, if $E_1, \ldots, E_k$ are measurable sets then

$$f(x) = \sum_{j=1}^k a_j \chi_{E_j},$$

for $a_j$ real constants, is a simple function. For such an $f$, we define

$$\int f(x) \, dx = \sum_j a_j m(E_j).$$

This definition is consistent with our intuition of what the integral is supposed to do (Figure 14.1).

Now we need to define the class of functions that we can integrate. Just as we only allow ourselves to measure certain sets (so as to avoid contradictions), so we only allow ourselves to integrate certain functions. A function $f : \mathbb{R} \to \mathbb{R}$ is said to be measurable if $f^{-1}(U)$ is measurable whenever $U$ is open.
REMARK 14.1 Recall that a function $f$ is continuous if $f^{-1}(U)$ is open whenever $U$ is open (Section 6.2). The definition of measurable function is modeled on that idea.

Certainly any simple function is a measurable function. More generally, it can be shown that if $0 < f_1 < f_2 < f_3 \cdots$ are simple functions then

$$f(x) = \lim_{j \to \infty} f_j(x)$$

is a measurable function. Conversely, any nonnegative, measurable function is the pointwise limit of an increasing sequence of simple functions. Notice that if $h, k$ are simple functions and $h(x) \leq k(x)$ for all $x$ then

$$\int h(x) \, dx \leq \int k(x) \, dx.$$

**Definition 14.17** Let $f$ be a nonnegative measurable function. Write $f$ as the limit of the increasing sequence of simple functions $f_j$. Then define

$$\int f(x) \, dx = \lim_{j \to \infty} \int f_j(x) \, dx.$$

If $f : \mathbb{R} \to \mathbb{R}$ is a measurable function, taking both positive and negative (and zero) values, then write

$$f(x) = f(x) \cdot \chi_{\{x : f(x) \geq 0\}} + f(x) \cdot \chi_{\{x : f(x) \leq 0\}} \equiv f^+(x) - f^-(x).$$
Then we set

\[ \int f(x) \, dx = \int f^+(x) \, dx - \int f^-(x) \, dx. \]

So now we have a new definition of the integral for a broad class of functions (the measurable functions). Notice that, whereas we defined the Riemann integral by breaking up the domain of the function (thus creating Riemann sums), we now define the Lebesgue integral by breaking up the range of the function (thus approximating by simple functions).

If \( f \) is a measurable function then we define the essential supremum \( f \) to be the infimum of all positive numbers \( M \) such that \( m\{x \in \mathbb{R} : |f(x)| > M\} = 0 \).

**Example 14.23**

Let

\[
 f(x) = \begin{cases} 
 0 & \text{if } x \neq 0 \\
 1 & \text{if } x = 0.
\end{cases}
\]

Then the essential supremum of \( f \) is 1.

**Example 14.24**

Let \( f \) be a measurable function on the interval \([0, 1]\) and assume that the essential supremum of \( f \) is \( M \). Then

\[
 \lim_{j \to \infty} \int_0^1 |f(x)|^j \, dx^{1/j} = M.
\]

To see this, first observe that

\[
 \lim_{j \to \infty} \int_0^1 |f(x)|^j \, dx^{1/j} \leq M
\]

trivially. Let \( \epsilon > 0 \). There is a set \( E \) of some positive measure \( \delta > 0 \) such that \( |f(x)| > M - \epsilon \) on \( E \). Then

\[
 \int_0^1 |f(x)|^j \, dx^{1/j} = \left[ \int_E |f(x)|^j \, dx \right]^{1/j} \\
+ \int_{[0,1] \setminus E} |f(x)|^j \, dx \]

\[
 \geq \int_E [M - \epsilon]^j \, dx^{1/j} \\
= [M - \epsilon] \cdot [m(E)]^{1/j}.
\]
Letting $j \to \infty$ yields
\[ \liminf_{j \to \infty} \int_{0}^{1} |f(x)|^2 \, dx^{1/2} \geq M - \epsilon. \]
Since $\epsilon > 0$ was arbitrary, the result is proved. \hfill \Box

We conclude this subsection by noting that if $f$ is a measurable function and $E$ is a measurable set then we define
\[ \int_{E} f(x) \, dx = \int f(x) \cdot \chi_{E}(x) \, dx \]
whenever the integral on the right makes sense.

14.5.3 Calculating with the Lebesgue Integral

The point of the Lebesgue integral is twofold:

- We can now integrate a broader class of functions than we could integrate with the Riemann integral.
- The Lebesgue integral allows more flexible limiting operations than were possible with the Riemann integral.

Let us begin to explore this new world. We begin by recording some terminology. We say that a property $P(x)$ holds almost everywhere if $P(x)$ is true for all $x$ except possibly for $x$ in a set of measure zero.

Example 14.25

Let
\[ f(x) = \begin{cases} 1 & \text{if } x \in \mathbb{R} \setminus Q, 0 \leq x \leq 1 \\ 0 & \text{otherwise} \end{cases} \]

Observe that $Q$ is measurable and $[0, 1]$ is measurable hence $Q \cap [0, 1]$ is measurable and $[0, 1] \setminus Q$ is measurable. In particular, $f$ is a measurable function. In fact $f$ is a simple function. So
\[ \int f(x) \, dx = 1 \cdot m(\{x \in \mathbb{R} : 0 \leq x \leq 1, x \notin Q\}). \]

But certainly
\[ m(\{x \in \mathbb{R} : 0 \leq x \leq 1, x \in Q\}) = 0 \]

hence
\[ m(\{x \in \mathbb{R} : 0 \leq x \leq 1, x \notin Q\}) = 1. \]
It follows that

$$\int f(x) \, dx = 1.$$  

Notice that $f$ is discontinuous at every point. By Exercise 4 of Chapter 8, $f$ is not Riemann integrable. So we may not speak of the Riemann integral of $f$. \qed

**Proposition 14.8**

Let $E_j$ be measurable sets with $E_1 \supset E_1 \supset \cdots$ and $m(E_1) < \infty$. Then

$$m \left( \bigcap_{j=1}^{\infty} E_j \right) = \lim_{j \to \infty} m(E_j).$$

**Proof:** Let $E = \cap_j E_j$. Set $F_j = E_j \setminus E_{j+1}$, each $j$. Then

$$E_1 \setminus E = \bigcup_{j=1}^{\infty} F_j.$$  

Also the sets $F_j$ are pairwise disjoint. Thus

$$m(E_1 \setminus E) = \sum_{j=1}^{\infty} m(F_j) = \sum_{j=1}^{\infty} m(E_j \setminus E_{j+1}).$$

But $E \subseteq E_1$ and $E_{j+1} \subseteq E_j$ hence $m(E_1) = m(E) + m(E_1 \setminus E)$ and $m(E_j) = m(E_{j+1}) + m(E_j \setminus E_{j+1})$. Since $m(E_j) \leq m(E_1) < \infty$, we have $m(E_1 \setminus E) = m(E_1) - m(E)$. Also $m(E_j \setminus E_{j+1}) = m(E_j) - m(E_{j+1})$. Hence

$$m(E_1) - m(E) = \sum_{j=1}^{\infty} (m(E_j) - m(E_{j+1}))$$

$$= \lim_{n \to \infty} \sum_{j=1}^{n-1} (m(E_j) - m(E_{j+1}))$$

$$= \lim_{n \to \infty} (m(E_1) - m(E_n))$$

$$= m(E_1) - \lim_{n \to \infty} m(E_n).$$

Since $m(E_1) < \infty$, we conclude that

$$m(E) = \lim_{n \to \infty} m(E_n). \quad \square$$

We next illustrate an important principle from real analysis about the strengthening of convergence results using measure theory. This
result says that a sequence of functions that is pointwise convergent is “almost” uniformly convergent.

**Proposition 14.9** [Egorov]
Let $E$ be a measurable set of finite measure. Let $\{f_j\}$ be a sequence of measurable functions with domain $E$. Assume that $f_j(x) \to f(x)$ for each $x \in E$. Then, for each $\epsilon > 0$ and $\delta > 0$ there is a measurable set $A \subseteq E$ with $m(A) < \delta$ and an integer $N > 0$ such that for all $x \in E \setminus A$ and $j \geq N$ we have

$$|f_j(x) - f(x)| < \epsilon.$$ 

**Proof:** For $j = 1, 2, \ldots$ and $N = 1, 2, \ldots$ set

$$G_j = \{x \in E : |f_j(x) - f(x)| \geq \epsilon\}$$

and

$$E_N = \bigcup_{j=N}^{\infty} G_j = \{x \in E : |f_j(x) - f(x)| \geq \epsilon \text{ for some } j \geq N\}.$$ 

Observe that $E_N \supseteq E_{N+1}$ for each $N$.

Now for each $x \in E$ there must be an $N > 0$ such that $x \notin E_N$, just because $f_j(x) \to f(x)$. Hence $\cap_N E_N = \emptyset$. We conclude, by Proposition 14.8, that $\lim_{N \to \infty} m(E_N) = 0$. Thus, given $\delta > 0$, there is an $N$ such that $m(E_N) < \delta$. We conclude that

$$m(\{x \in E : |f_j(x) - f(x)| \geq \epsilon \text{ for some } j \geq N\}) < \delta.$$ 

Let $A$ be this particular set $E_N$. Then $m(A) < \delta$ and

$$\mathbb{R} \setminus A = \{x \in E : |f_j(x) - f(x)| < \epsilon \text{ for all } j \geq N\}.$$ 

There are three fundamental convergence results for the Lebesgue integral. We shall now enunciate them, and we shall prove the first (in fact the three of them are equivalent). Then we shall illustrate with some examples.

**The Lebesgue Dominated Convergence Theorem** Let $f_j$ be measurable functions on a set $E$ of finite, positive measure. Suppose that there is a constant $M > 0$ such that and $|f_j(x)| \leq M$ for every $j$. If $\lim_{j \to \infty} f_j(x)$ exists for almost every $x$ then

$$\lim_{j \to \infty} \int f_j(x) \, dx = \int \lim_{j \to \infty} f_j(x) \, dx.$$
The Lebesgue Monotone Convergence Theorem \(\text{Let } 0 \leq f_1(x) \leq f_2(x) \leq \cdots \text{ be measurable functions Then}\)

\[
\lim_{j \to \infty} \int f_j(x) \, dx = \int \lim_{j \to \infty} f_j(x) \, dx.
\]

Fatou’s Lemma \(\text{Let } f_j \text{ be nonnegative, measurable functions on } \mathbb{R}. \text{ Then}\)

\[
\int \liminf_{j \to \infty} f_j(x) \, dx \leq \liminf_{j \to \infty} \int f_j(x) \, dx.
\]

Proof of the Lebesgue Dominated Convergence Theorem: \(\text{Let } \epsilon > 0. \text{ By Proposition 14.9, there is an } N > 0 \text{ and a measurable set } A \subseteq E \text{ with } m(A) < \epsilon/[4M] \text{ such that, for } j \geq N \text{ and } x \in E \setminus A, \text{ we have } |f_j(x) - f(x)| < \epsilon/[2m(E)]. \text{ Then}\)

\[
\left| \int_E f_j(x) \, dx - \int_E f(x) \, dx \right| = \left| \int_E f_j(x) - f(x) \, dx \right|
\leq \int_E |f_j(x) - f(x)| \, dx
= \int_{E \setminus A} |f_j(x) - f(x)| \, dx
+ \int_A |f_j(x) - f(x)| \, dx
< \frac{\epsilon}{2} + \frac{\epsilon}{2}
= \epsilon.
\]

We conclude that

\[
\int_E f_j(x) \, dx \to \int_E f(x) \, dx.
\]

In fact there is a more general version of the Lebesgue Dominated Convergence Theorem that is worth stating separately:

Theorem 14.5
Let \(g \geq 0 \text{ be an integrable function and suppose that } f_j \text{ are measurable functions such that } |f_j(x)| \leq g(x) \text{ for every } j \text{ and almost every } x. \text{ If } \lim_{j \to \infty} f_j(x) = f(x) \text{ almost everywhere then}\)

\[
\lim_{j \to \infty} \int f_j(x) \, dx = \int \lim_{j \to \infty} f_j(x) \, dx.
\]
Example 14.26

If \( f \) is an integrable function then we define the Fourier transform of \( f \) to be

\[
\hat{f}(\xi) = \int f(x) \cdot e^{i\pi \xi} \, dx.
\]

The function \( \hat{f} \) is continuous. See Section 12.3.

To see this, fix \( \xi_0 \in \mathbb{R} \). Observe that, if \( \xi_j \rightarrow \xi_0 \) then the functions

\[
x \mapsto f(x) \cdot e^{i\pi \xi_j}
\]

all satisfy \( |f(x) \cdot e^{i\pi \xi_j}| \leq |f(x)| \). Thus the hypothesis of the (general) Lebesgue Dominated Convergence Theorem is satisfied with \( g(x) = |f(x)| \). We conclude that

\[
\lim_{j \rightarrow \infty} \int f(x) \cdot e^{i\pi \xi_j} \, dx = \int \lim_{j \rightarrow \infty} f(x) \cdot e^{i\pi \xi_j} \, dx
\]

or

\[
\lim_{j \rightarrow \infty} \hat{f}(\xi_j) = \hat{f}(\xi_0).
\]

Thus \( \hat{f} \) is continuous at \( \xi_0 \). \( \Box \)

Example 14.27

Let \( f \) be an integrable function and suppose that

\[
\int_A f(x) \, dx = 0
\]

for each measurable set \( A \). Let us show that \( f \) must be the zero function.

Suppose not. For each \( c \in \mathbb{R} \), \( c > 0 \), let \( S_c = \{ x \in \mathbb{R} : f(x) \geq c \} \). Then certainly \( S_c \) is measurable. Hence

\[
0 = \int_{S_c} f(x) \, dx \geq \int_{S_c} c \, dx = c \cdot m(S_c) \geq 0.
\]

For any \( c \neq 0 \), we conclude that \( m(S_c) = 0 \). A similar result holds for \( c < 0 \) and \( T_c = \{ x \in \mathbb{R} : f(x) \leq c \} \). Thus \( f \equiv 0 \). \( \Box \)

Example 14.28

Let

\[
f_j(x) = \begin{cases} 
\frac{1}{j} & \text{if } 0 \leq x \leq j \\
0 & \text{otherwise.}
\end{cases}
\]
Then it is plain to see that \( \lim_{j \to \infty} f_j(x) = 0 \) for \( 0 < x \leq 1 \). But
\[
\int_0^1 f_j(x) \, dx = 1
\]
for all \( j \). Thus the identity
\[
\lim_{j \to \infty} \int_0^1 f_j(x) \, dx = \int_0^1 \lim_{j \to \infty} f_j(x) \, dx
\]
fails for these particular \( f_j \). Why do none of our three main results in measure theory apply to this particular sequence of functions? It is not the case that \( f_1 < f_2 < \ldots \) so Lebesgue Monotone Convergence does not apply. There is no integrable function \( g \) such that \( |f_j| \leq g \) for all \( j \), so Lebesgue Dominated Convergence does not apply. We can in fact correctly apply Fatou's lemma to see that
\[
0 = \int_0^1 \liminf_{j \to \infty} f_j(x) \, dx \leq \liminf_{j \to \infty} \int_0^1 f_j(x) \, dx = 1. \quad \square
\]

### 14.6 A Taste of Probability Theory

Probability dates back to the days of B. Pascal (1623-1662) and even before, when gamblers wanted to anticipate the results of certain bets. The subject did not develop apace, and was fraught with paradoxes and conundrums. It was not until 1933, when A. N. Kolmogorov (1903-1987) realized that measure theory was the correct language for formulating probabilistic statements, that the subject could be set on a rigorous footing (see [KOL]). In this brief section we shall give just an indication of how Kolmogorov's ideas work. This will provide the reader a nice context for measure theory.

We have already learned in Section 14.5 about Lebesgue measure. This is but one method for assigning a length to each set. There are many other—indeed, uncountably many—methods for doing so. Just as an instance, for each set \( S \subseteq \mathbb{R} \) let
\[
\mu(S) = \begin{cases} 
0 & \text{if } 0 \notin S \\
1 & \text{if } 0 \in S.
\end{cases}
\]

The set-function \( \mu \) does not have all the properties of Lebesgue measure—for example it is not translation invariant (\( \mu([0, 1]) = 1 \) while \( \mu([1, 2]) = 0 \)). But it does have the crucial property of countable additivity: If \( S_1, S_2, \ldots \) are disjoint sets then
\[
\mu \left( \bigcup_{j=1}^{\infty} S_j \right) = \sum_{j=1}^{\infty} \mu(S_j). \quad (*)
\]
Also
\[ \mu(\emptyset) = 0. \] (**)

In what follows, we shall take (\*) and (**) to be the defining properties of a general, or "abstract" measure.

Proceeding a bit more formally, we recall from our study of Lebesgue measure that not every set could be measured. We had to restrict attention to a collection of sets that we called the measurable sets. Just so, when we consider an abstract measure we must specify in advance which sets we shall measure. A convenient device for performing this task is the \( \sigma \)-algebra. Let \( E \subseteq \mathbb{R} \) be our universal set. Let \( \mathcal{M} \) be a collection of subsets of \( E \). We say that \( \mathcal{M} \) is a \( \sigma \)-algebra if it is closed under (i) countable union and (ii) complementation. It is automatic that a \( \sigma \)-algebra will contain the empty set and the entire space \( E \) (see Exercise 52).

**Example 14.29**

The collection \( \mathcal{B} \) of all Borel sets in \( \mathbb{R} \) is a \( \sigma \)-algebra. The collection \( \mathcal{P} \) of all subsets of \( \mathbb{R} \) is a \( \sigma \)-algebra. Let \( \mathcal{A} \) be the collection of all sets \( S \) of real numbers such that either \( S \) is countable or \( ^c S \) is countable. Then \( \mathcal{A} \) is a \( \sigma \)-algebra.  

**Definition 14.18** Let \( \mathcal{M} \) be a \( \sigma \)-algebra of sets in \( \mathbb{R} \). A measure on \( \mathcal{M} \) is a function \( \mu : \mathcal{M} \rightarrow [0, \infty] \) such that

(i) \( \mu(\emptyset) = 0; \)

(ii) if \( \{S_j\} \) is a sequence of disjoint sets in \( \mathcal{M} \) then \( \mu(\bigcup_1^\infty S_j) = \sum_1^\infty \mu(S_j) \).

Property (ii) is called the countable additivity property. We refer to \((\mathbb{R}, \mathcal{M}, \mu)\) as a measure space. Sometimes it is convenient to refer to just \((\mathbb{R}, \mathcal{M})\) as the measure space.

**Example 14.30**

(a) Let \( \mathcal{M} = \) the power set of \( \mathbb{R} \). Let

\[ \mu(S) = \begin{cases} 0 & \text{if } 0 \notin S \\ 1 & \text{if } 0 \in S. \end{cases} \]

Then \((\mathbb{R}, \mathcal{M}, \mu)\) is a measure space.

(b) Let \( \mathcal{M} \) be the Borel sets. Let \( \mu \) be Lebesgue measure. Then \((\mathbb{R}, \mathcal{M}, \mu)\) is a measure space.
(c) Let $\mathcal{M}$ be the sets $S$ such that either $S$ is countable or $^cS$ is countable. For $S \in \mathcal{M}$, define $\mu(S)$ to be 0 if $S$ is countable and 1 if $^cS$ is countable. Then $(\mathbb{R}, \mathcal{M}, \mu)$ is a measure space. $\square$

Some fundamental properties of measures are summarized in the following theorem.

**Theorem 14.6**

Let $(\mathbb{R}, \mathcal{M}, \mu)$ be a measure space. Then

(a) **(Monotonicity)** If $E, F \in \mathcal{M}$ and $E \subseteq F$ then $\mu(E) \leq \mu(F)$.

(b) **(Subadditivity)** If $\{S_j\} \subseteq \mathcal{M}$, then $\mu(\bigcup_1^\infty S_j) \leq \sum_1^\infty \mu(S_j)$.

(c) **(Continuity from below)** If $\{S_j\} \subseteq \mathcal{M}$ and $S_1 \subseteq S_2 \subseteq \cdots$, then $\mu(\bigcup_1^\infty S_j) = \lim_{j \to \infty} \mu(S_j)$.

(d) **(Continuity from above)** If $\{S_j\}_1^\infty \subseteq \mathcal{M}$, $S_1 \supseteq S_2 \supseteq \cdots$, and $\mu(S_1) < \infty$, then $\mu(\bigcap_1^\infty S_j) = \lim_{j \to \infty} \mu(S_j)$.

**Proof:** We shall prove part (b) and leave the other parts as exercises for the reader.

Let $T_1 = S_1$ and set $T_k = S_k \setminus (\bigcup_1^{k-1} S_j)$ for $k > 1$. Then the sets $T_k$ are disjoint and $\bigcup_1^n T_j = \bigcup_1^n S_j$ for each $n$. Thus, by part (a),

$$\mu\left(\bigcup_1^\infty S_j\right) = \mu\left(\bigcup_1^\infty T_j\right) = \sum_1^\infty \mu(T_j) \leq \sum_1^\infty \mu(S_j). \quad \square$$

Now we may turn—briefly—to our study of probability. A probability space is a measure space such that $\mu(\mathbb{R}) = 1$. [In a full treatment of probability theory, it is useful to consider a more general measure space than $\mathbb{R}$. However, for our brief treatment, we may restrict attention to the real numbers. We will allow ourselves the flexibility of restricting our treatment to a subset of $\mathbb{R}$. See the next example.] A measurable set (that is, an element of $\mathcal{M}$) is called an event. A measurable, real-valued function $X$ is called a random variable. We call $\mu(X)$ the expected value or mean of $X$, denoted by $E(X)$.

The number $\int [X - E(X)]^2 d\mu$ is called the variance of $X$. The variance measures the deviation of $X$ from its mean.

Of course any subject in analysis is governed by the topologies that are used. In probability theory it is useful to use "convergence in measure", which we now call "convergence in probability". Let $f_j$ be a random variable. We say that $f_j$ converge in probability (measure) to a random variable $f$ if, for each $\epsilon > 0$, $\mu\{x : |f_j(x) - f(x)| > \epsilon\}$ tends to 0 as $j \to \infty$. 


Example 14.31

Let $k$ be a positive integer. Let $\mathcal{M}$ be the $\sigma$-algebra consisting of the intervals $\left((j-1)/2^k, j/2^k\right]$, $1 \leq j \leq 2^k$, $k = 0, 1, 2, \ldots$. These are the half-open, diadic intervals in $(0, 1]$. Let $\mu$ be ordinary Euclidean length, or Lebesgue measure. Then $((0, 1], \mathcal{M}, \mu)$ is a probability space. Observe that $\mu((0, 1]) = 1$. This probability space is a model for tosses of a fair coin. We think of the interval $(0, 1/2]$ as the event that the first toss of the coin is a head and $(1/2, 1]$ as the event that the first toss of the coin is a tail. Note that each has measure $1/2$. This tells us that each of these two events has probability $1/2$.

Now we think of

<table>
<thead>
<tr>
<th>Event (set)</th>
<th>Expectation (measure)</th>
</tr>
</thead>
<tbody>
<tr>
<td>$(0, 1/4]$</td>
<td>$1/4$</td>
</tr>
<tr>
<td>$(1/4, 1/2]$</td>
<td>$1/4$</td>
</tr>
<tr>
<td>$(1/2, 3/4]$</td>
<td>$1/4$</td>
</tr>
<tr>
<td>$(3/4, 1]$</td>
<td>$1/4$</td>
</tr>
</tbody>
</table>

the event $(0, 1/4]$ corresponding to the first coin toss being a head and the second coin toss being a head. The event $(1/4, 1/2]$ corresponds to the first coin toss being a head and second coin toss being a tail. The event $(1/2, 3/4]$ corresponds to the first coin toss being a tail and the second coin toss being a head. And so forth.

Example 14.32

Let $\mathcal{M}$ be the $\sigma$-algebra of Borel sets. Let the probability space $F$ be the entire real line, and let the measure be $\mu = e^{-\pi x^2} dx$. Thus, if $E \subseteq \mathbb{R}$ is a Borel set, then

$$\mu(E) = \int_E e^{-\pi x^2} dx.$$  

This is the Gaussian probability for a normal distribution.

We say that a collection $\{S_\alpha\}_{\alpha \in A}$ of events (measurable sets) is independent if

$$\mu(S_{\alpha_1} \cap \ldots \cap S_{\alpha_k}) = \prod_{1}^{k} \mu(S_{\alpha_j})$$

for all distinct $\alpha_1, \ldots \alpha_k \in A$. It is the notion of independence that makes the study of probability theory distinct from the study of just plain measure theory.
Example 14.33

Let \( ((0,1], \mathcal{M}, \mu) \) be the probability space in Example 14.31. The events \((1/4, 1/2]\) and \((3/4, 1]\) are not independent, as they do not satisfy the conditions of the last definition. And they are not independent intuitively, because the first event corresponds to a first coin toss of heads and the second event corresponds to a first coin toss of tails. These are obviously mutually exclusive eventualities. If one occurs, then the other cannot occur.

Now consider a standard deck of 52 cards: ace through King in each of the four suits clubs, diamonds, hearts, and spades. We construct a probabilistic model for selecting a card at random from a thoroughly shuffled deck. The probability space is the interval \((0,1]\) and the probability measure \(\mu\) is ordinary Lebesgue measure. Each card corresponds to one of the intervals \(((j-1)/52, j/52]\), \(j = 1, \ldots, 52\). For convenience we think of the cards in their standard order: ace through King of clubs, ace through King of diamonds, ace through King of hearts, and ace through King of spades. The cards correspond to the intervals in this sequence. The \(\sigma\)-algebra is of course that generated by the fifty-two intervals just indicated.

The event \(A\) that the selected card is a heart is the union of thirteen of the little intervals. Thus \(\mu(A) = 13/52\). The event \(B\) that the selected card is a Queen is the union of four of the little intervals. Thus \(\mu(B) = 4/52\). Now we see that

\[
\mu(A \cap B) = \frac{1}{52} \cdot \frac{13}{52} \cdot \frac{4}{52} = \mu(A) \cdot \mu(B).
\]

Thus we see that the events \(A\) and \(B\) are independent.

We conclude this discussion with two classic results from probability theory.

Theorem 14.7 [The Weak Law of Large Numbers]

Let \(\{X_j\}\) be a sequence of independent, square-integrable random variables with means \(m_j\) and variances \(\sigma_j^2\). If \(\lim_{n \to \infty} n^{-2} \sum_1^n \sigma_j^2 = 0\), then \(\lim_{n \to \infty} n^{-1} \sum_1^n (X_j - m_j) = 0\) in probability.
Theorem 14.8  [The Borel-Cantelli Lemma]
Let \( \{S_n\} \) be a sequence of events. If \( \sum_1^\infty \mu(S_j) < \infty \) then \( \mu(\limsup S_j) = 0 \). If the sets \( S_j \) are independent and if \( \sum_1^\infty \mu(S_j) = \infty \) then we have instead that \( \mu(\limsup S_j) = 1 \).

We shall provide proofs of both these results, but first a brief discussion. There are many versions of the Law of Large Numbers. In layman's terms, the Law of Large Numbers says that if you gamble (in Las Vegas) you are bound to lose. More precisely, the conclusion of our Weak Law of Large Numbers says that a collection of independent random variables will tend to their means at a certain rate. So if you are playing roulette in Las Vegas and if the odds of hitting the number "13" are about 1 in 36, then in the long run you will only hit 13 about one thirty-sixth of the time. You may have lucky streaks, or "runs", but in the long run you will do no better than the odds dictate.

The Borel-Cantelli lemma is a bit more technical, but it addresses similar issues. Suppose that we take the events \( S_j \) to be \( S_1 = [0,1/2) \), \( S_2 = [0,1/4) \), \( S_3 = [0,1/8) \), etc. Then it is certainly true that \( \sum \mu(S_j) < \infty \). The conclusion that \( \mu(\limsup S_j) = 0 \) just says that the chances that you will flip all heads, infinitely many times, are zero. The other conclusion is similar in spirit.

Before we begin the proofs, we shall establish a technical result that has some independent interest.

Lemma 14.5  [Chebyshev's Inequality]
Let \( f \) be a square-integrable function on \( \mathbb{R} \) with respect to the measure \( \mu \). Let \( \alpha > 0 \). Then

\[
\mu(\{x \in \mathbb{R} : |f(x)| > \alpha\}) \leq \frac{\int |f(x)|^2 \, d\mu(x)}{\alpha^2}.
\]

Proof: Set \( F_\alpha = \{x : |f(x)| > \alpha\} \). Then

\[
\mu(F_\alpha) = \int_{F_\alpha} 1 \, d\mu(x)
\]
\[
\leq \int_{F_\alpha} \frac{|f(x)|^2}{\alpha^2} \, d\mu(x)
\]
\[
\leq \frac{1}{\alpha^2} \int_{\mathbb{R}} |f(x)|^2 \, d\mu(x),
\]

as was to be proved. \( \square \)
Proof of the Weak Law of Large Numbers: The function
\[ f(x) \equiv \frac{1}{n} \sum_{j=1}^{n} (X_j - m_j) \]
has mean 0 and variance equal to \( n^{-2} \sum_{j=1}^{n} \sigma_j^2 \) (Exercise: just calculate). Thus, by Chebyshev's inequality, for any \( \epsilon > 0 \) we have
\[
\mu \left( \left| \frac{1}{n} \sum_{j=1}^{n} (X_j - \mu_j) \right| > \epsilon \right) \leq \frac{1}{(n\epsilon)^2} \sum_{j=1}^{n} \sigma_j^2 \to 0
\]
as \( n \to \infty \).

Proof of the Borel-Cantelli Lemma: Recall that \( \limsup_{n \to \infty} A_n = \bigcap_{k=1}^{\infty} \bigcup_{n=k}^{\infty} A_n \). It follows that
\[
\mu(\limsup_{n \to \infty} A_n) \leq \mu \left( \bigcup_{n=k}^{\infty} A_n \right) \leq \sum_{n=k}^{\infty} \mu(A_n) .
\]
Of course the last sum tends to zero as \( k \to \infty \) under the condition that \( \sum_{1}^{\infty} \mu(A_n) \) converges.

If instead \( \sum_{1}^{\infty} \mu(A_n) \) diverges and the events \( A_n \) are independent, then we are obliged to show that
\[
\mu (^c(\limsup_{n \to \infty} A_n)) = \mu \left( \bigcup_{k=1}^{\infty} \bigcap_{n=k}^{\infty} ^c A_n \right) = 0.
\]
In order to see this assertion, it suffices to show that \( \mu(\cap_{n=k}^{\infty} ^c A_n) = 0 \) for each \( k \). But we know that the events \( ^c A_n \) are independent (just because the events \( A_n \) are---calculate this out as an exercise). It is obvious from Taylor series (or the Mean Value Theorem) that \( 1 - t \leq e^{-t} \), hence (for \( 0 < k < K \))
\[
\mu \left( \bigcap_{n=k}^{K} ^c A_n \right) = \prod_{k}^{K} (1 - \mu(A_n)) \leq \prod_{k}^{K} e^{-\mu(A_n)} = \exp \left( - \sum_{k}^{K} \mu(A_n) \right) .
\]
Since the last expression tends to 0 as \( K \to \infty \), the result follows.

Exercises

1. Let \((X, \rho)\) be a metric space. Prove that the function
\[
\sigma(s, t) = \frac{\rho(s, t)}{1 + \rho(s, t)}
\]
is also a metric on $X$ and that the open sets defined by the metric $\rho$ are the same as the open sets defined by $\sigma$. Finally prove that $\sigma(s, t) < 1$ for all $s, t \in X$.

2. Let $(X, \rho)$ be a metric space, and $E \subseteq X$. Define the interior $\overset{\circ}{E}$ of $E$ to be those points $e \in E$ such that there exists an $r > 0$ with $B(e, r) \subseteq E$. Prove that the interior of any set is open. Give an example of a set in a metric space that is not equal to its interior.

3. Let $(X, \rho)$ be a metric space and $E$ a subset of $X$. Define the boundary of $E$ to be those elements $x \in X$ with the property that every ball $B(x, r)$ contains both points of $E$ and points of $\complement E$. Prove that the boundary of $E$ must be closed. Prove that the interior of $E$ is disjoint from the boundary of $E$.

4. Let $(X, \rho)$ be a metric space. Prove that the closure of any set in $X$ is closed. Prove that the closure of any $E$ equals the union of the interior and the boundary.

5. Let $(X, \rho)$ be a metric space. Let $K_1 \supseteq K_2 \ldots$ be a nested family of countably many nonempty compact sets. Prove that $\cap_j K_j$ is a nonempty set.

6. Give an example of a metric space $(X, \rho)$, a point $P \in X$, and a positive number $r$ such that $W(P, r)$ is not the closure of the ball $B(P, r)$.

7. Let $(X, \rho)$ be the collection of continuous functions on the interval $[0, 1]$ equipped with the usual supremum metric. Let $E_j = \{p(x) : p$ is a polynomial of degree not exceeding $k\}$. Then, as noted in the text, each $E_j$ is nowhere dense in $X$. Yet $\cup_j E_j$ is dense in $X$. Explain why these assertions do not contradict Baire's theorem.

8. Assume $f_j$ is a sequence of continuous, real valued functions on $\mathbb{R}$ with the property that $\{f_j(x)\}$ is unbounded whenever $x \in \mathbb{Q}$. Use the Category Theorem to prove that it cannot then be true that whenever $t$ is irrational then the sequence $\{f_j(t)\}$ is bounded.

9. Consider the space $X$ of all integrable functions on the interval $[0, 1]$. Define a metric, for $f, g \in X$, by the equation

$$\rho(f, g) = \int_0^1 |f(x) - g(x)| \, dx.$$ 

Prove that this is indeed a metric. The set $S$ of continuous functions lies in $X$; we usually equip $S$ with the supremum metric. How does the supremum metric compare with this new metric? Show that $S$ is dense in $X$. **
10. Let \((X, \rho)\) be a metric space. Let \(f : X \to \mathbb{R}\) be a function. Prove that \(f\) is continuous if and only if \(f^{-1}(U)\) is open whenever \(U \subseteq \mathbb{R}\) is open.

11. Let \((X, \rho)\) be a compact metric space. Prove that \(X\) has a countable dense subset. [We call such a space separable.]

12. Let \(K\) be a compact subset of a metric space \((X, \rho)\). Let \(P \in X\) not lie in \(K\). Prove that there is an element \(k \in K\) such that

\[
\rho(k, P) = \inf_{x \in K} \rho(x, P).
\]

13. Consider the metric space \(\mathbb{Q}\) equipped with the Euclidean metric. Give an example of a set in this metric space that is closed and bounded but is not compact.

14. Consider the metric space \(\mathbb{Q}\) equipped with the Euclidean metric. Describe all the open sets in this metric space.

15. A certain metric space has the property that the only open sets are singletons. What can you conclude about this metric space?

16. In \(\mathbb{R}\), if \(I\) is an open interval then every element of \(I\) is a limit point of \(I\). Is the analogous statement true in an arbitrary metric space, with "interval" replaced by "ball?"

17. The Bolzano-Weierstrass Theorem tells us that in \(\mathbb{R}^1\) a bounded infinite set must have a limit point. Show by example that the analogous statement is false in an arbitrary metric space.

18. Let \((X, \rho)\) and \((Y, \sigma)\) be metric spaces. Describe a method for equipping the set \(X \times Y\) with a metric manufactured from \(\rho\) and \(\sigma\).

19. Refer to Exercises 2-4 for terminology. Let \(E\) be a subset of a metric space. Is the interior of \(E\) equal to the interior of the closure of \(E\)? Is the closure of the interior of \(E\) equal to the closure of \(E\) itself?

20. Let \(X\) be the collection of all continuously differentiable functions on the interval \([0, 1]\). If \(f, g \in X\) then define

\[
\rho(f, g) = \sup_{x \in [0, 1]} |f'(x) - g'(x)|.
\]

Is \(\rho\) a metric? Why or why not?
21. Let \((X, \rho)\) be a metric space. Call a subset \(E\) of \(X\) connected if there do not exist open sets \(U\) and \(V\) in \(X\) such that \(U \cap E\) and \(V \cap E\) are nonempty, disjoint, and \((U \cap E) \cup (V \cap E) = E\). Is the closure of a connected set connected? Is the product of two connected sets connected? Is the interior of a connected set connected?

22. Refer to Exercise 21 for terminology. Give exact conditions that will guarantee that the union of two connected sets is connected.

23. Consider a collection \(\mathcal{F}\) of differentiable functions on the interval \([a, b]\) that satisfy the conditions \(|f(x)| \leq K\) and \(|f'(x)| \leq C\) for all \(x \in [a, b]\). Demonstrate that the Ascoli-Arzela theorem applies to \(\mathcal{F}\) and describe the resulting conclusion.

24. Even if we did not know the transcendental functions \(\sin x, \cos x, \ln x, e^x\), etc. explicitly, the Baire Category Theorem demonstrates that transcendental functions must exist. Explain why this assertion is true.

25. Refer to Exercise 9 for definitions and for the metric to be used here. On this metric space, define

\[
T : X \rightarrow \mathbb{R}
\]

by the formula

\[
T(f) = \int_0^1 f(x) \, dx.
\]

Is \(T\) a continuous function from \(X\) to \(\mathbb{R}\)?

26. Let \((X, \rho)\) be the metric space of continuously differentiable functions on the interval \([0, 1]\) equipped with the metric

\[
\rho(f, g) = \sup_{x \in [0,1]} |f(x) - g(x)|.
\]

Consider the function

\[
T(f) = f'(1/2).
\]

Is \(T\) continuous? Is there some metric with which we can equip \(X\) that will make \(T\) continuous?


28. Complete the first part of the proof of Proposition 14.3.
29. Let \((X, \rho)\) be a metric space and let \(\{x_j\}\) be a Cauchy sequence in \(X\). If a subsequence \(\{x_{jk}\}\) converges to a point \(P \in X\) then prove that the full sequence \(\{x_j\}\) converges to \(P\).

30. Prove the converse direction of Theorem 14.1.

31. Give a proof of Proposition 14.4 that uses the sequential definition of compactness.

32. Let \(\{p(x)\}\) be a sequence of polynomial functions on the real line, each of degree not exceeding \(k\). Assume that this sequence converges pointwise to a limit function \(f\). Prove that \(f\) is a polynomial of degree not exceeding \(k\).

33. Let \((X, \rho)\) be any metric space. Consider the space \(\hat{X}\) of all Cauchy sequences of elements of \(X\), subject to the equivalence relation that \(\{x_j\}\) and \(\{y_j\}\) are equivalent if \(\rho(x_j, y_j) \to 0\) as \(j \to \infty\). Explain why, in a natural way, this space of equivalence class of Cauchy sequences may be thought of as the completion of \(X\), that is, explain in what sense \(\hat{X} \supseteq X\) and \(\hat{X}\) is complete. Prove that \(\hat{X}\) is minimal in a certain sense. Prove that if \(X\) is already complete then this space of equivalence classes can be identified in a natural way with \(X\).

34. Prove that the "Dirichlet function"

\[
f(x) = \begin{cases} 
0 & \text{if } x \text{ is rational} \\
1 & \text{if } x \text{ is irrational}
\end{cases}
\]

is not Riemann integrable. But it is Lebesgue integrable.

35. Let \(f\) be a Lebesgue integrable function on \(\mathbb{R}\). Let \(\epsilon > 0\). Prove that there is a continuous function \(\varphi\) which vanishes outside a compact set such that \(\int |\varphi(x) - f(x)| \, dx < \epsilon\).

36. Let \(E\) be a measurable set of finite measure. Let \(\epsilon > 0\). Prove that there is an open set \(U\) containing \(E\) such that \(m(U \setminus E) < \epsilon\).

37. Refer to Exercise 37. Let \(E\) be a measurable set of finite measure. Let \(\epsilon > 0\). Prove that there is a compact set \(K\) contained in \(E\) such that \(m(E \setminus K) < \epsilon\).

38. Prove that every Riemann integrable function is Lebesgue integrable.

39. Let \(f\) be a nonnegative, integrable function. Prove that

\[
\lim_{N \to \infty} \int_{-N}^{N} f(x) \, dx = \int_{\mathbb{R}} f(x) \, dx.
\]
For each $N$ define $g_N(x) = \min\{f(x), N\}$. Prove now that

$$\lim_{N \to \infty} \int_{\mathbb{R}} f_N(x) \, dx = \int_{\mathbb{R}} f(x) \, dx.$$ 

40. Let $f$ be a nonnegative, integrable function. Prove that the new function

$$F(x) = \int_0^x f(t) \, dt$$

is continuous at every $x$.

41. Let $f_j$ be a sequence of nonnegative, integrable functions on $\mathbb{R}$. Assume that $f_j(x) \to f(x)$ pointwise for almost every $x$ and also that we have $\int f_j(x) \, dx \to \int f(x) \, dx$. Prove that, for any measurable set $E$, $\int_E f_j(x) \, dx \to \int_E f(x) \, dx$.

42. Let $f$ be an integrable function. Then show that $|f|$ is also integrable and

$$\left| \int f(x) \, dx \right| \leq \int |f(x)| \, dx.$$ 

43. Suppose that $f_j$ are integrable functions and that $f_j(x) \to f(x)$ almost everywhere. Prove that

$$\int |f(x) - f_j(x)| \, dx \to 0 \text{ if and only if } \int |f_j(x)| \, dx \to \int |f(x)| \, dx.$$ 

* 44. Lebesgue measure on $\mathbb{R}$ is characterized by these properties: (i) The Lebesgue measure of the unit interval is 1, (ii) If $E$ is a measurable set of finite measure and $a \in \mathbb{R}$ then $m(E + a) = m(E)$ in an obvious sense. Discuss this assertion, and how to prove it.

45. Suppose that $f_1$ is Lebesgue integrable and that $f_1 \geq f_2 \geq f_3 \geq \ldots \geq 0$ for measurable functions $f_1, f_2, \ldots$. Discuss $\lim_{j \to \infty} \int f_j(x) \, dx$.

46. Suppose that $E \subseteq \mathbb{R}$ is a set of positive measure. Define $E + E = \{x + y : x \in E, y \in E\}$. Prove that $E + E$ contains a nontrival open interval.

47. If $f$ is a measurable function and $g$ is a measurable function then prove that $f + g$ and $f \cdot g$ are measurable.

* 48. Lebesgue's theorem says that a bounded function $f$ on the interval $[a, b]$ is Riemann integrable if and only if the set of points of discontinuity of $f$ has measure 0. Prove Lebesgue's theorem. [Hint: Define a concept of "upper envelope" of $f$, and use this device to prove the result.]
49. Prove parts (a), (c), (d) of Theorem 14.6.

50. Under the hypotheses of the Weak Law of Large Numbers, prove that the function

\[ f(x) \equiv \frac{1}{n} \sum_{j=1}^{n} (X_j - m_j) \]

has variance equal to \( n^{-2} \sum_j \sigma_j^2 \).

51. Prove that if \( A_j \) are independent events then \( \complement A_j \) are independent.

52. Let \( \mathcal{M} \) be a \( \sigma \)-algebra on a set \( E \subseteq \mathbb{R} \). Prove that \( \mathcal{M} \) contains the full set \( E \) and also contains \( \emptyset \).

53. Consider the probability space on the interval \((0, 1]\) with \( \sigma \)-algebra generated by the four intervals \(((j - 1)/4, j/4]\), \( j = 1, 2, 3, 4 \). Describe three events with the property that any two of them are independent, but the three events are not independent.

54. Prove that if \( X_j \) are random variables with variances \( \sigma_j \) and if \( \sum_{j=1}^{\infty} j^{-2} \sigma_j^2 < \infty \) then \( \lim_{j \to \infty} j^{-2} \sum_{j=1}^{j} \sigma_j^2 = 0 \).

55. Prove Chebyshev’s inequality with “square integrable” replaced by “\( p \)-th-power integrable”, \( 0 < p < \infty \).

56. In the Weak Law of Large Numbers, one can replace the hypothesis of independence of the random variables by the weaker hypothesis that \( E[(X_j - m_j)(X_k - m_k)] = 0 \) for \( j \neq k \). Verify this assertion.
Chapter 15

A Glimpse of Wavelet Theory

15.1 Localization in the Time and Space Variables

The premise of the new versions of Fourier analysis that are being developed today is that sines and cosines are not an optimal model for some of the phenomena that we want to study. As an example, suppose that we are developing software to detect certain erratic heartbeats by analysis of an electrocardiogram. [Note that the discussion that we present here is philosophically correct but is over-simplified to facilitate the exposition.] The scheme is to have the software break down the patient's electrocardiogram into component waves. If a wave that is known to be a telltale signal of heart disease is detected, then the software notifies the user.

A good plan, and there is indeed software of this nature (developed here at Washington University) in use across America. But let us imagine that a typical electrocardiogram looks like that shown in Figure 15.1. Imagine further that the aberrant heartbeat that we wish to detect is the one in Figure 15.2.

What we want the software to do is to break up the wave in Figure 15.1 into fundamental components, and then to see whether one of those components is the wave in Figure 15.2. Of what utility is Fourier theory in such an analysis? Fourier theory would allow us to break the wave in Figure 15.1 into sines and cosines, then break the wave in Figure 15.2 into sines and cosines, and then attempt to match up coefficients. Such a scheme will tend to be dreadfully inefficient, because sines and cosines have nothing to do with the waves we are endeavoring to analyze. It would therefore be computationally expensive, and thus infeasible to use in practice.

The Fourier analysis of sines and cosines arose historically because sines and cosines are eigenfunctions for the wave equation (see Chapter 11). Their place in mathematics became even more firmly secured because they are orthonormal in $L^2$—that is to say, the integration of
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a sine function against a cosine function, or of the product of two sine functions of different frequency, or of the product of two cosine functions of different frequency, is 0. They also commute with translations in natural and useful ways. The standard trigonometric relations between the sine and cosine functions give rise to elegant and useful formulas—such as the formulas for the Dirichlet kernel and the Poisson kernel. Sines and cosines have played an inevitable and fundamental historical role in the development of harmonic analysis.

In the same vein, translation-invariant operators have played an important role in our understanding of how to analyze partial differential equations (see [KRA3]), and as a step toward the development of the more natural theory of pseudodifferential operators. Today we find ourselves studying translation noninvariant operators—such as those that arise in the analysis on the boundary of a (smoothly bounded) domain in $\mathbb{R}^2$ (see Figure 15.3).

The next, and current, step in the development of Fourier analysis is to replace the classical sine and cosine building blocks with more flexible units—indeed, with units that can be tailored to the situation at hand. Such units should, ideally, be localizable—i.e., each wavelet should vanish outside of a compact set. In this way they can more readily be tailored to any particular application. This, roughly speaking, is what wavelet theory is all about.

In a book of this nature, we clearly cannot develop the full assemblage of tools that are a part of modern wavelet theory. [See [HERG], [MEY1], [MEY2], [DAU] for more extensive treatments of this beautiful and dynamic subject. The papers [STR] and [WAL] provide nice introductions as well.] What we can do is to give the reader a taste. Specifically, we shall develop a Multi-Resolution Analysis, or MRA; this
study will show how Fourier analysis may be carried out with localization in either the space variable or the Fourier transform (frequency) variable. In short, the reader will see how either variable may be localized. Contrast this notion with the classical construction, in which the units are sines and cosines—clearly functions which do not have compact support—or else characters \( x \mapsto e^{ix\xi} \), which suffer the same liability. The exposition here derives from that in [HERG], [STR], and [WAL].

As we have said earlier, this chapter makes special demands on the reader. We simply cannot be as methodical and rigorous as the standard set earlier in the book. We will demand an occasional suspension of disbelief from the reader. We will refer to ideas that will not be completely developed in the present text. But we hope that this gentle introduction will serve as an invitation for the reader to engage in further exploration of the enticing topic of wavelet analysis.

### 15.2 A Custom Fourier Analysis

Typical applications of classical Fourier analysis are to

- **Frequency Modulation**: Alternating current, radio transmission;
- **Mathematics**: Ordinary and partial differential equations, analysis of linear and nonlinear operators;
- **Medicine**: Electrocardiography, magnetic resonance imaging, biological neural systems;
- **Optics and Fiber-Optic Communications**: Lens design, crystallography, image processing;
- **Radio, Television, Music Recording**: Signal compression, signal reproduction, filtering;
- **Image Processing**: Image compression, image filtering, image design;
- **Spectral Analysis**: Identification of compounds in geology, chemistry, biochemistry, mass spectroscopy;
- **Telecommunications**: Transmission and compression of signals, filtering of signals, frequency encoding.

In fact, the applications of Fourier analysis are so pervasive that they are part of the very fabric of modern technological life.

The applications that are being developed for wavelet analysis are very similar to those just listed. But the wavelet algorithms give rise to
faster and more accurate image compression, faster and more accurate signal compression, and better denoising techniques that preserve the original signal more completely. The applications in mathematics lead, in many situations, to better and more rapid convergence results.

What is lacking in classical Fourier analysis can be readily seen by examining the Dirac delta mass. Let us use a little physical intuition to understand the situation. We know the Dirac mass as the functional that assigns to each continuous function with compact support its value at 0:

$$\delta : C_c(\mathbb{R}) \ni \phi \mapsto \phi(0).$$

Physicists like to think of the Dirac mass as a "generalized function" that takes the value $+\infty$ at the origin and is identically 0 everywhere else. [In practice, we will approximate the Dirac function by a piecewise-linear function that takes the value $N$, for $N$ very large, on the interval $[-1/(2N), 1/(2N)]$ and is zero elsewhere—see Figure 15.4.]

It is most convenient to think of this functional as a measure:

$$\int \phi(x) \, d\delta(x) = \phi(0).$$

Now suppose that we want to understand $\delta$ by examining its Fourier transform. For simplicity, restrict attention to $\mathbb{R}^1$:

$$\widehat{\delta}(\xi) = \int_{\mathbb{R}} e^{i\xi t} \, d\delta(t) = e^{i\xi 0} \equiv 1.$$

In other words, the Fourier transform of $\delta$ is the constant, identically 1, function. To recover $\delta$ from its Fourier transform, we would have to
make sense of the inverse Fourier integral (see the Appendix to Section 12.3)
\[ \frac{1}{2\pi} \int 1 \cdot e^{-i\xi \cdot t} \, dt. \]

Doing so requires a careful examination of the methods of Fourier summation, and certainly strains the intuition: why should we have to "sum" exponentials, each of which is supported on the entire line and none of which is in any $L^p$ class for $1 \leq p < \infty$, in order to re-construct $\delta$—which is supported just at the origin?

The point comes through perhaps even more strikingly by way of Fourier series. Consider the Dirac mass $\delta$ supported at the origin in the circle group $\mathbb{T}$. Then the Fourier-Stieltjes coefficients of $\delta$ are
\[ \hat{\delta}(j) \equiv \frac{1}{2\pi} \int_{-\pi}^{\pi} e^{-ijt} \, d\delta(t) = \frac{1}{2\pi}. \]

Thus recovering $\delta$ from its Fourier series amounts to finding a way to sum the formal series
\[ \sum_{j=-\infty}^{\infty} \frac{1}{2\pi} \cdot e^{ijt} \]
in order to obtain the Dirac mass. Since each exponential is supported on the entire circle group, the imagination is defied to understand how these exponentials could sum to a point mass. [To be fair, the physicists have no trouble seeing this point: at the origin the terms all add up, and away from zero they all cancel out.]

The study of the point mass is not merely an affectation. In a radio signal, noise (in the form of spikes) is frequently a sum of point masses (Figure 15.5). On a phonograph record, the pops and clicks that come from imperfections in the surface of the record exhibit themselves (on an oscilloscope, for instance) as spikes, or point masses.

For the sake of contrast, in the next section we shall generate an ad hoc family of wavelet-like basis elements for the square-integrable functions and show how these may be used much more efficiently to decompose the Dirac mass into basis elements.

\section*{15.3 The Haar Basis}

In this section we shall describe the Haar wavelet basis. While the basis elements are not smooth functions (as wavelet basis elements usually are), they will exhibit the other important features of a Multi-Resolution Analysis (MRA). In fact we shall follow the axiomatic treatment as developed by S. Mallat and exposited in [WAL] in order to isolate the essential properties of an MRA.
We shall produce a dyadic version of the wavelet theory. Certainly other theories, based on other dilation paradigms, may be produced. But the dyadic theory is the most standard, and quickly gives the flavor of the construction. In this discussion we shall use the notation $\alpha \delta$ to denote the dilate of a function: $\alpha \delta f(x) \equiv f(\delta x)$. And we shall use the notation $\tau_a$ to denote the translate of a function: $\tau_a f(x) \equiv f(x - a)$.

We work on the real line $\mathbb{R}$. Our universe of functions will be the square-integrable functions, which we denote by $L^2(\mathbb{R})$. Thus

$$f \in L^2(\mathbb{R}) \text{ if and only if } \int_{\mathbb{R}} |f(x)|^2 \, dx < \infty.$$ 

Define

$$\phi(x) = \chi_{[0,1)}(x) = \begin{cases} 1 & \text{if } x \in [0,1) \\ 0 & \text{if } x \notin [0,1) \end{cases}.$$ 

and

$$\psi(x) \equiv \phi(2x) - \phi(2x - 1) = \chi_{[0,1/2)}(x) - \chi_{[1/2,1)}(x).$$

We call a function of the form $\chi_A$—which takes the value 1 on the set $A$ and 0 elsewhere—a characteristic function. The function $\psi$ is exhibited in Figure 15.6.

The function $\phi$ will be called a scaling function and the function $\psi$ will be called the associated wavelet. The basic idea is this: translates of $\phi$ will generate a space $V_0$ that can be used to analyze a function $f$ on a large scale—more precisely, on the scale of size 1 (because 1 is the length of the support of $\phi$). But the elements of the space $V_0$ cannot
be used to detect information that is at a scale smaller than 1. So we
will scale the elements of $V_0$ down by a factor of $2^j$, each $j = 1, 2, \ldots$, to obtain a space that can be used for analysis at the scale $2^{-j}$ (and we shall also scale $V_0$ up to obtain elements that are useful at an arbitrarily large scale). Let us complete this program now for the specific $\phi$ that we have defined above, and then present some axioms that will describe how this process can be performed in a fairly general setting.

Now we use $\phi$ to generate a scale of function spaces \{\(V_j\)\}_{j \in \mathbb{Z}}. We set

$$V_0 = \left\{ \sum_{k \in \mathbb{Z}} a_k [\tau_k \phi] : \sum |a_k|^2 < \infty \right\},$$

for the particular function $\phi$ that was specified above. Of course each element of $V_0$ so specified lies in $L^2$ (because the functions $\tau_k \phi$ have disjoint supports). But it would be wrong to think that $V_0$ is all of $L^2$, for an element of $V_0$ is constant on each interval $[k, k + 1)$, and has possible jump discontinuities only at the integers. The functions \{\(\tau_k \phi\)\}_{k \in \mathbb{Z}} will form an orthonormal basis (with respect to the $L^2$ inner product) for $V_0$. This means that

$$\int_{\mathbb{R}} (\tau_j \phi(x))(\tau_k \phi(x)) \, dx = 0 \quad \text{when } j \neq k$$

and that

$$\int_{\mathbb{R}} |\tau_j \phi(x)|^2 \, dx = 1 \quad \text{for all } j$$
and that the \( \{\tau_j \phi\} \) can be used to generate, via linear combinations, all the elements of \( L^2 \).

Now let us say that a function \( g \) is in \( V_1 \) if and only if \( \alpha_{1/2} g \) lies in \( V_0 \). Thus \( g \in V_1 \) means that \( g \) is constant on the intervals determined by the lattice \((1/2)\mathbb{Z} \equiv \{n/2 : n \in \mathbb{Z}\}\) and has possible jump discontinuities only at the elements of \((1/2)\mathbb{Z}\). It is easy to see that the functions \( \{\sqrt{2} \alpha_2 \tau_k \phi\} \) form an orthonormal basis for \( V_1 \).

Observe that \( V_0 \subseteq V_1 \) since every jump point for elements of \( V_0 \) is also a jump point for elements of \( V_1 \) (but not conversely). More explicitly, we may write

\[
\tau_k \phi = \alpha_2 \tau_{2k} \phi + \alpha_2 \tau_{2k+1} \phi,
\]

thus expressing an element of \( V_0 \) as a linear combination of elements of \( V_1 \).

Now that we have the idea down, we may iterate it to define the spaces \( V_j \) for any \( j \in \mathbb{Z} \). Namely, for \( j \in \mathbb{Z}, V_j \) will be generated by the functions \( \alpha_2 \tau_m \phi, all m \in \mathbb{Z} \). In fact we may see explicitly that an element of \( V_j \) will be a function of the form

\[
f = \sum_{\ell \in \mathbb{Z}} a_\ell X_{[\ell/2^j, (\ell+1)/2^j)}
\]

where \( \sum |a_\ell|^2 < \infty \). Thus an orthonormal basis for \( V_j \) is given by \( \{2^{j/2} \alpha_2 \tau_m \phi\}_{m \in \mathbb{Z}} \).

Now the spaces \( V_j \) have no common intersection except the zero function. This is so because, if a function \( f \in \bigcap_{j \in \mathbb{Z}} V_j \) would be constant on arbitrarily large intervals (of length \( 2^{-j} \) for \( j \) negative), then it can only be in \( L^2 \) if it is zero. Also \( \bigcup_{j \in \mathbb{Z}} V_j \) is dense in \( L^2 \) because any \( L^2 \) function can be approximated by a simple function (i.e., a finite linear combination of characteristic functions), and any characteristic function can be approximated by a sum of characteristic functions of dyadic intervals.

We therefore might suspect that if we combine all the orthonormal bases for all the \( V_j, j \in \mathbb{Z}, \) then this would give an orthonormal basis for \( L^2 \). That supposition is, however, incorrect. For the basis elements \( \phi \in V_0 \) and \( \alpha_2, \tau_0 \phi \in V_j \) are not orthogonal. This is where the function \( \psi \) comes in.

Since \( V_0 \subseteq V_1 \) we may proceed by trying to complete the orthonormal basis \( \{\tau_k \phi\} \) of \( V_0 \) to an orthonormal basis for \( V_1 \). Put in other words, we write \( V_1 \equiv V_0 \oplus W_0 \), and we endeavor to write a basis for \( W_0 \). Let \( \psi = \alpha_2 \phi - \alpha_2 \tau_1 \phi \) be as above, and consider the set of functions \( \{\tau_m \psi\} \). Then this is an orthonormal set. Let us see that it spans \( W_0 \).
Let $h$ be an arbitrary element of $W_0$. So certainly $h \in V_1$. It follows that
\[ h = \sum_j b_j \alpha_2 \tau_j \phi \]
for some constants \( \{b_j\} \) that are square-summable. Of course $h$ is constant on the interval $[0, 1/2)$ and also constant on the interval $[1/2, 1)$. We note that
\[
\phi(t) = \frac{1}{2} \left[ \phi(t) + \psi(t) \right] \quad \text{on } [0, 1/2)
\]
and
\[
\phi(t) = \frac{1}{2} \left[ \phi(t) - \psi(t) \right] \quad \text{on } [1/2, 1).
\]
It follows that
\[
h(t) = \left( \frac{b_0 + b_1}{2} \right) \phi(t) + \left( \frac{b_0 - b_1}{2} \right) \psi(t)
\]
on $[0, 1)$. Of course a similar decomposition obtains on every interval $[j, j+1)$.

As a result,
\[
h = \sum_{j \in \mathbb{Z}} c_j \tau_j \phi + \sum_{j \in \mathbb{Z}} d_j \tau_j \psi,
\]
where
\[
c_j = \frac{b_j + b_{j+1}}{2} \quad \text{and} \quad d_j = \frac{b_j - b_{j+1}}{2}.
\]
Note that $h \in W_0$ implies that $h \in V_0^\perp$. Also every $\tau_j \phi$ is orthogonal to every $\tau_k \psi$. Consequently every coefficient $c_j = 0$. Thus we have proved that $h$ is in the closed span of the terms $\tau_j \psi$. In other words, the functions $\{\tau_j \psi\}_{j \in \mathbb{Z}}$ span $W_0$.

Thus we have $V_1 = V_0 \oplus W_0$, and we have an explicit orthonormal basis for $W_0$. Of course we may scale this construction up and down to obtain
\[ V_{j+1} = V_j \oplus W_j \quad (\ast)_j \]
for every $j$. And we have the explicit orthonormal basis $\{2^{j/2} \alpha_2 \tau_m \psi\}_{m \in \mathbb{Z}}$ for each $W_j$.

We may iterate the equation $(\ast)_j$ to obtain
\[
V_{j+1} = V_j \oplus W_j = V_{j-1} \oplus W_{j-1} \oplus W_j
= \cdots = V_0 \oplus W_0 \oplus W_1 \oplus \cdots \oplus W_{j-1} \oplus W_j.
\]
Letting $j \to +\infty$ yields
\[ L^2 = V_0 \oplus \bigoplus_{j=0}^\infty W_j. \quad (\ast) \]
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But a similar decomposition may be performed on $V_0$, with $W_j$ in descending order:

$$V_0 = V_{-1} \oplus W_{-1} = \cdots = V_{-\ell} \oplus W_{-\ell} \oplus \cdots \oplus W_{-1}.$$  

Letting $\ell \to +\infty$, and substituting the result into (*), now yields that

$$L^2 = \bigoplus_{j \in \mathbb{Z}} W_j.$$

Thus we have decomposed $L^2(\mathbb{R})$ as an orthonormal sum of Haar wavelet subspaces. We formulate one of our main conclusions as a theorem:

**Theorem 15.1**

The collection

$$\mathcal{H} = \left\{ \alpha_{2j} \tau_m \psi : m, j \in \mathbb{Z} \right\}$$

is an orthonormal basis for $L^2$, and will be called a wavelet basis for $L^2$.

Now it is time to axiomatize the construction that we have just performed in a special instance.

**Axioms for a Multi-Resolution Analysis (MRA)**

A collection of subspaces $\{V_j\}_{j \in \mathbb{Z}}$ of $L^2(\mathbb{R})$ is called a Multi-Resolution Analysis or MRA if

**MRA1** (Scaling) For each $j$, the function $f \in V_j$ if and only if $\alpha_2 f \in V_{j+1}$;

**MRA2** (Inclusion) For each $j$, $V_j \subseteq V_{j+1}$;

**MRA3** (Density) The union of the $V_j$s is dense in $L^2$:

$$\text{closure} \left\{ \bigcup_{j \in \mathbb{Z}} V_j \right\} = L^2(\mathbb{R});$$

**MRA4** (Maximality) The spaces $V_j$ have no nontrivial common intersection:

$$\bigcap_{j \in \mathbb{Z}} V_j = \{0\};$$

**MRA5** (Basis) There is a function $\phi$ such that $\{\tau_j \phi\}_{j \in \mathbb{Z}}$ is an orthonormal basis for $V_0$.  

We invite the reader to review our discussion of $\phi = \chi_{[0,1)}$ and its dilates and confirm that the spaces $V_j$ that we constructed do indeed form an MRA. Notice in particular that, once the space $V_0$ has been defined, then the other $V_j$ are completely and uniquely determined by the MRA axioms.

15.4 Some Illustrative Examples

In this section we give two computational examples that provide concrete illustrations of how the Haar wavelet expansion is better behaved—especially with respect to detecting local data—than the Fourier series expansion.

Example 15.1

Our first example is quick and dirty. In particular, we cheat a bit on the topology to make a simple and dramatic point. It is this: if we endeavor to approximate the Dirac delta mass $\delta$ with a Fourier series, then the partial sums will always have a slowly decaying tail that extends far beyond the highly localized support of $\delta$. By contrast, the partial sums of the Haar series for $\delta$ localize rather nicely. We will see that the Haar series has a tail too, but it is small.

Let us first examine the expansion of the Dirac mass in terms of the Haar basis. Properly speaking, the idea of expanding the Dirac mass (Figure 15.7a) in terms of an $L^2$ basis is not feasible because the Dirac mass does not lie in $L^2$. Instead let us consider, for $N \in \mathbb{N}$, functions

$$f_N = 2^N \chi_{[0,1/2^N)} .$$

The functions $f_N$ each have mass 1, and it can be shown that the sequence $\{f_N \, dx\}$ converges to the Dirac mass $\delta$ in a certain weak sense (known as the "weak-* topology") that is used in advanced studies in analysis.

First, we invite the reader to calculate the ordinary Fourier series, or Fourier transform, of $f_N$ (see also the calculations at the end of this example). Although (by the Riemann-Lebesgue lemma) the coefficients die out, the fact remains that any finite part of the Fourier transform, or any partial sum of the Fourier series, gives a rather poor approximation to $f_N$. After all, any partial sum of the Fourier series is a trigonometric polynomial, and any trigonometric polynomial has support on the entire interval $[0, 2\pi]$. In conclusion, whatever the merits of the approximation to $f_N$ by the Fourier series partial sums, they are offset by the unwanted portion of the partial sum that exists off the support of $f_N$. [For instance, if we were endeavoring to construct a filter to remove pops and clicks from a
musical recording, then the pop or click (which is mathematically modeled by a Dirac mass) would be replaced by the tail of a trigonometric polynomial—which amounts to undesired low level noise or hiss, as in Figure 15.7b.]

Now let us do some calculations with the Haar basis. Fix an integer $N > 0$. If $j \geq N$, then any basis element for $W_j$ will integrate to 0 on the support of $f_N$—just because the basis element will be 1 half the time and $-1$ half the time on each dyadic interval of length $2^{-j}$. If instead $j < N$, then the single basis element $\mu_j$ from $W_j$ that has support intersecting the support of $f_N$ is in fact constantly equal to $2^j/2$ on the support of $f_N$. Therefore the coefficient $b_j$ of $\mu_j$ in the expansion of $f_N$ is

$$b_j = \int f_N(x) \mu_j(x) \, dx = 2^N \int_0^{2^{-N}} 2^{j/2} \, dx = 2^{j/2}.$$ 

Thus the expansion for $f_N$ is, for $0 \leq x < 2^{-N}$,

$$\sum_{j=-\infty}^{N-1} 2^{j/2} \mu_j(x) = \sum_{j=-\infty}^{0} 2^{j/2} \cdot 2^{j/2} + \sum_{j=1}^{N-1} 2^{j/2} \cdot 2^{j/2}$$

$$= 2 + (2^N - 2)$$

$$= 2^N$$

$$= f_N(x).$$

Notice here that the contribution of terms of negative index in the series—which corresponds to "coarse scale" behavior that
is of little interest—is constantly equal to 2 (regardless of the value of $N$) and is relatively trivial (i.e., small) compared to the interesting part of the series (of size $2^N - 2$) that comes from the terms of positive index.

If instead $2^{-N} \leq x < 2^{-N+1}$, then $\mu_{N-1}(x) = -2^{(N-1)/2}$ and $b_{N-1}\mu_{N-1}(x) = -2^{N-1}$; also

$$\sum_{j=-\infty}^{N-2} b_j \mu_j(x) = \sum_{j=-\infty}^{N-2} 2^j = 2^{N-1}.$$ 

Of course $b_j = 0$ for $j \geq N$. In summary, for such $x$,

$$\sum_{j=-\infty}^{\infty} b_j \mu_j(x) = 0 = f_N(x).$$

A similar argument shows that if $2^{-\ell} \leq x < 2^{-\ell+1}$ for $-\infty < \ell \leq N$, then $\sum b_j \mu_j(x) = 0 = f_N(x)$. And the same result holds if $x < 0$.

Thus we see that the Haar basis expansion for $f_N$ converges pointwise to $f_N$. More is true: the partial sums of the series give a rather nice approximation to the function $f_N$. Notice, for instance, that the partial sum $S_{N-1} = \sum_{j=-N+1}^{N-1} b_j \mu_j$ has the following properties:

(a) $S_{N-1}(x) = f_N(x) - 2^{-N+1}$ for $0 \leq x < 2^{-N}$;
(b) \( S_{N-1}(x) = 0 \) for \(-2^{-N} < x < 0\);
(c) \( S_{N-1}(x) = 0 \) for \(|x| > 2\);
(d) \( |S_{N-1}(x)| \leq 2^{-N+1} \) for \(2^{-N} \leq |x| \leq 2\).

Figures 15.8a, 15.8b use the software FAWAV by J. S. Walker ([WAL]) to illustrate partial sums of both the Fourier series (with 48 terms) and the Haar series (with only 19 terms) for the Dirac mass.

The perceptive reader will have noticed that the Haar series does not give an entirely satisfactory approximation to our function \(f_N\), just because the partial sums each have mean-value zero (which \(f_N\) most certainly does not!). Matters are easily remedied by using the decomposition

\[
L^2 = V_0 \oplus \bigoplus_{j=0}^{\infty} W_j \tag{**}
\]

instead of the decomposition

\[
L^2 = \bigoplus_{j=\infty}^{-\infty} W_j
\]

that we have been using. For, with (**), \(V_0\) takes care of the coarse scale behavior all at once, and also gets the mean-value condition right.
Thus we see, in the context of a very simple example, that the partial sums of the Haar series for a function that closely approximates the Dirac mass at the origin give a more accurate and satisfying approximation to the function than do the partial sums of the Fourier series. To be sure, the partial sums of the Fourier series of each \( f_N \) tend to that \( f_N \), but the oscillating error persists no matter how high the degree of the partial sum.

The situation would be similar if we endeavored to approximate \( f_N \) by its Fourier transform.

We close this discussion with some explicit calculations to recap the point that has just been made. It is easy to calculate that the \( j \)th Fourier coefficient of the function \( f_N \) is

\[
\hat{f}_N(j) = \frac{i2^{N-1}}{\pi} \left( e^{-ij/2^N} - 1 \right).
\]

Therefore, with \( S_M \) denoting the \( M \)th partial sum of the Fourier series,

\[
\|f_N - S_M\|_{L^2}^2 = \sum_{|j|>M} \left( \frac{2^{N-1}}{\pi} \right)^2 |e^{-ij/2^N} - 1|^2.
\]

Imitating the proof of the integral test for convergence of series, it is now straightforward to see that

\[
\|f_N - S_M\|_{L^2}^2 \approx \frac{C}{M}.
\]
In short, $\|f_N - S_M\|_{L^2} \to 0$, as $M \to \infty$, at a rate comparable to $M^{-1/2}$, and that is quite slow.

By contrast, if we let $H_M \equiv \sum_{|j| \leq M} 2^{j/2} \mu_j$ then, for $M \geq N - 1$, our earlier calculations show that

$$\|f_N - H_M\|_{L^2}^2 = \sum_{j=-\infty}^{-M-1} 2^j = 2^{-M}.$$ 

Therefore $\|f_N - H_M\|_{L^2} \to 0$, as $M \to \infty$, at a rate comparable to $2^{-M/2}$, or exponentially fast. This is a strong improvement over the convergence supplied by classical Fourier analysis. □

Our next example shows quite specifically that Haar series can beat Fourier series at their own game. Specifically, we shall approximate the function $g(x) \equiv [\cos \pi x] \cdot \chi_{[0,1]}(x)$ both by Haar series and by using the Fourier transform. The Haar series will win by a considerable margin. [Note: A word of explanation is in order here. Instead of the function $g$, we could consider $h(x) \equiv [\cos \pi x] \cdot \chi_{[0,2]}(x)$. Of course the interval $[0,2]$ is the natural support for a period of the trigonometric function $\cos \pi x$, and the (suitably scaled) Fourier series of this function $h$ is just the single term $\cos \pi x$. In this special circumstance Fourier series is hands down the best method of approximation—just because the support of the function is a good fit to the function. Such a situation is too artificial, and not a good test of the method. A more realistic situation is to chop off the cosine function so that its support does not mesh naturally with the period of cosine. That is what the function $g$ does. We give Fourier every possible chance: by approximating with the Fourier transform, we allow all possible frequencies, and let Fourier analysis pick those that will best do the job.]

**Example 15.2**

Consider $g(x) = [\cos \pi x] \cdot \chi_{[0,1]}(x)$ as a function on the entire real line. We shall compare and contrast the approximation of $g$ by partial sums using the Haar basis with the approximation of $g$ by "partial sums" of the Fourier transform. Much of what we do here will be traditional hand work; but, at propitious moments, we shall bring the computer to our aid.

Let us begin by looking at the Fourier transform of $g$. We calculate that

$$\hat{g}(\xi) = \frac{1}{2} \int_0^1 (e^{i\pi x} + e^{-i\pi x}) e^{ix \cdot \xi} dx$$

$$= \frac{1}{2} \left[ \frac{-e^{i\xi} - 1}{i(\xi + \pi)} + \frac{-e^{i\xi} - 1}{i(\xi - \pi)} \right]$$
Chapter 15: A Glimpse of Wavelet Theory

\[ \Theta N(x) = \frac{1}{2\pi} \int_{-N}^{N} g(t) e^{-\imath \pi t} dt \]

Fourier theory has advanced summation techniques that would allow us effectively to implement the idea of summation in the present context. We cannot provide the details here. It is more in the spirit of the present discussion (and also computationally easier) to consider the limit of the integrals

\[ \eta_N(x) \equiv \frac{1}{2\pi} \int_{-N}^{N} \hat{g}(\xi) e^{-\imath \pi \xi} d\xi \]

as \( N \to +\infty \). Elementary calculations show that (**) equals

\[ \eta_N(x) = \frac{1}{2\pi} \int_{-N}^{N} \int_{-\infty}^{\infty} g(t) e^{\imath \pi t} dt e^{-\imath \pi \xi} d\xi \]

We see, by inspection of (**), that \( \eta_N \) is a continuous, indeed an analytic function. Thus it is supported on the entire real line (not on any compact set). Notice further that it could not be the case that \( \eta_N = O(|x|^{-r}) \) for some \( r > 1 \); if it were, then \( \eta_N \) would be in \( L^1(\mathbb{R}) \) and then \( \eta_N \) would be continuous (which it is certainly not). It turns out (we omit the details) that in fact \( \eta_N = O(|x|^{-1}) \). This statement says, in a quantitative way, that \( \eta_N \) has a tail.
We can rewrite formula (***) (the last item in our long calculation) in the form

\[ \eta_N(x) = \frac{1}{\pi} \int_{\mathbb{R}} g(t) \tilde{D}_N(x - t) \, dt, \]

where

\[ \tilde{D}_N(t) = \frac{\sin Nt}{\pi t}. \]

The astute reader will realize that the kernel \( \tilde{D}_N \) is quite similar to the Dirichlet kernel that we studied in Section 12.2 in connection with Fourier series. A proof analogous to ones we considered there will show that \( \eta_N(x) \to g(x) \) pointwise as \( N \to \infty \).

![Figure 15.9a](image)

Our calculations confirm that the Fourier transform of \( g \) can be "Fourier-inverted" (in the \( L^2 \) sense) back to \( g \). But they also show that, for any particular \( N > 0 \) large, the expression

\[ \eta_N(x) \equiv \frac{1}{2\pi} \int_{-N}^{N} \hat{g}(\xi)e^{-ix\cdot\xi} \, d\xi \quad (***) \]

is supported (i.e., is nonzero) on the entire real line. Thus, for practical applications, the convergence of \( \eta_N \) to \( g \) on the support
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[0, 1] of $g$ is seriously offset by the fact that $\eta_N$ has a "tail" that persists no matter how large $N$. And the key fact is that the tail is not small. This feature is built in just because the function we are expanding has discontinuities.

We now contrast the preceding calculation of the Fourier transform of the function $g(x) = \cos \pi x \cdot \chi_{[0,1]}(x)$ with the analogous calculation using the Haar basis (but we shall perform these new calculations with the aid of a computer). The first thing that we will notice is that the only Haar basis elements that end up being used in the expansion of $g$ are those basis elements that are supported in the interval $[0, 1]$. For the purposes of signal processing, this is already a dramatic improvement.

Figure 15.9b

Figure 15.9a shows the Fourier series approximation (using Walker’s software FAWAV) to the function $g$. Figure 15.9b shows the Haar series approximation to $g$ (which is so accurate that it is virtually indistinguishable from the function). Notice that the Fourier series approximation loses control near the endpoints of the interval $[0, 1]$. By contrast, the approximation given by Haar series is quite tame and gives a good approximation on the entire interval. In both figures, the series approximation is superimposed over the actual graph of $g$—just so that one can more readily appreciate the accuracy of the approximation.

More precisely, the Haar series partial sums are supported on $[0, 1]$ (just like the function $g$) and they converge uniformly on $[0, 1]$ to $g$ (exercise). Of course the Haar series is not the
final solution either. It has good quantitative behavior, but
its qualitative behavior is poor because the partial sums are
piecewise constant (i.e., jagged) functions. We thus begin to see
the desirability of smooth wavelets.

Part of the reason that wavelet sums exhibit this dramatic improve-
ment over Fourier sums is that wavelets provide an “unconditional basis”
for many standard function spaces (see [HERG, p. 233 ff.). Briefly, the
advantage that wavelets offer is that we can select only those wavelet ba-
sis functions whose supports overlap with the support of the function be-
ing approximated. This procedure corresponds, roughly speaking, with
the operation of rearranging a series; such rearrangement is possible for
series formed from an unconditional basis, but not (in general) with
Fourier series.

15.5 Closing Remarks

We summarize the very sketchy presentation of the present chapter by
pointing out that an MRA (and its generalizations to wavelet packets
and to the local cosine bases of Coifman and Meyer [HERG]) gives a
“designer” version of Fourier analysis that retains many of the favor-
able features of classical Fourier analysis, but also allows the user to
adapt the system to problems at hand. We have given a construction
that is particularly well adapted to detecting spikes in a sound wave,
and therefore is useful for denoising. Other wavelet constructions have
proved useful in signal compression, image compression, and other engi-
neering applications.

In effect, wavelet analysis has caused harmonic analysis to re-invent
itself. Wavelets and their generalizations are a powerful new tool that
allow localization in both the space and phase variables. They are useful
in producing unconditional bases for classical Banach spaces. They also
provide flexible methods for analyzing integral operators. The subject
of wavelets promises to be a fruitful area of investigation for many years
to come.

Exercises

1. Go on the Internet and find two articles about the use of wavelets
   in image processing. Describe briefly why wavelets give more effi-
cient image compression algorithms than do classical fast Fourier
transform techniques.

2. Repeat Exercise 1 for filtering of audio signals.

3. Refer to Appendix 12.3.1 for the concept of approximation in the
\[ f(x) = x^2 + x + 1 \]
on the interval \([0, 1]\) in the \(L^1\) norm, within an accuracy of 0.5, by a linear combination of Haar basis elements.

4. Repeat Exercise 3 for the function \(f(x) = \sin \pi x\).

5. Explicitly write the first five basis elements of the vector space \(V_0\) in Section 15.3. Sketch the graph of each one.

6. Explicitly write the first five basis elements of the vector space \(V_1\) in Section 15.3. Sketch the graph of each one.

7. Explicitly write the first five basis elements of the vector space \(W_0\) in Section 15.3. Sketch the graph of each one.

8. Explicitly write the first five basis elements of the vector space \(W_1\) in Section 15.3. Sketch the graph of each one.

9. Verify that the Haar basis satisfies \(MRA_1\).

10. Verify that the Haar basis satisfies \(MRA_2\).

11. Verify that the Haar basis satisfies \(MRA_3\).

12. Verify that the Haar basis satisfies \(MRA_4\).

13. Verify that the Haar basis satisfies \(MRA_5\).

14. Calculate the first six terms of the Haar basis expansion of the function \(h(x) = [\sin \pi x] \cdot \chi_{[0,1]}(x)\) on the entire real line.

15. Calculate the first six terms of the Haar basis expansion of the function \(f(x) = x^2 \cdot \chi_{[0,1]}(x)\) on the entire real line.

16. What happens if we imitate the construction of the Haar basis, but we begin instead with the function

\[
\phi(x) = \begin{cases} 
1/2 + x/2 & \text{if } 0 \leq x < 1/2 \\
1 - x/2 & \text{if } 1/2 \leq x < 1 
\end{cases}
\]

Write out the first four basis elements of the resulting \(V_0\). Sketch the graph of each. Write out the first four basis elements of the resulting \(V_1\). Sketch the graph of each.

17. Repeat Exercise 16 with the role of \(\phi\) played by \(\phi(x) = [1 - \sin x/2] \cdot \chi_{[0,1]}(x)\).
18. Write down a basis for the vector space $V_1$ in the construction of the Haar wavelets that is different from the basis provided in the text. *Infinitely many of your basis elements should be different from the basis elements in the text.*

19. Write down a basis for the vector space $V_2$ in the construction of the Haar wavelets that is different from the basis provided in the text. *Infinitely many of your basis elements should be different from the basis elements in the text.*

20. Calculate the first six terms of the Haar basis expansion of $f(x) = [\ln(x+2)] \cdot \chi_{[0,1]}(x)$. Sum those terms. Draw the graph of the sum, and compare it to the graph of $f$.

21. Calculate the first six terms of the Haar basis expansion of $f(x) = e^x \cdot \chi_{[0,1]}(x)$. Sum those terms. Draw the graph of the sum, and compare it to the graph of $f$.

22. Calculate the first six terms of the Haar basis expansion of $f(x) = \sin x \cdot \chi_{[0,1]}(x)$. Sum those terms. Draw the graph of the sum, and compare it to the graph of $f$. 
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Students preparing for courses in real analysis often encounter either very exacting theoretical treatments or books without enough rigor to stimulate an in-depth understanding of the subject. Further complicating this, the field has not changed much over the past 150 years, prompting few authors to address the lackluster or overly complex dichotomy existing among the available texts.

The enormously popular first edition of Real Analysis and Foundations gave students the appropriate combination of authority, rigor, and readability that made the topic accessible while retaining the strict discourse necessary to advance their understanding. The second edition maintains this feature while further integrating new concepts built on Fourier analysis and ideas about wavelets to indicate their application to the theory of signal processing. The author also introduces relevance to the material and surpasses a purely theoretical treatment by emphasizing the applications of real analysis to concrete engineering problems in higher dimensions.

Features

- Builds a smooth transition from lower division mathematics to real analysis at the senior level
- Builds on the basics of Fourier analysis to introduce contemporary ideas on wavelets and signal processing applications
- Presents the methods of power series and characteristics and the Picard existence and uniqueness theorem as a treatment of differential equations
- Describes multivariable analysis, the rudiments of Lebesgue integration theory to invite further study, and a brief treatment of Stokes's theorem and its variants

Expanded and updated, this text continues to build upon the foundations of real analysis to present novel applications to ordinary and partial differential equations, elliptic boundary value problems on the disc, and multivariable analysis. These qualities, along with more figures, streamlined proofs, and revamped exercises make this an even more lively and vital text than the popular first edition.